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ABSTRACT

Information pertaining to Petrale sole (Eopsetta jordani) in British Columbia was reviewed and updated
for inclusion in a delay-difference stock assessment model. This model was used to determine the status
of this coastwide stock and to provide gquantitative advice on levels of catch and the associated risk
relative to selected management performance indicators.

A range of model uncertainties was explored through sensitivity runs which varied model assumptions
which could not be easily reconciled through inspection of the model fits to the data. Four pairs of
alternative model assumptions were investigated: a) estimating M, the rate of instantaneous natural
mortality through the use of mean weight data sampled from the fishery or fixing M at the preferred value
of 0.20 and dropping the mean weight data; b) varying the age of knife-edged recruitment between age 6
and age 7; c) applying a single CPUE series for the entire model period, effectively assuming that the
fishery catchability has been constant for 40 years or splitting the CPUE series between 1995 and 1996 in
recognition of the severe management restrictions that were applied at that time; d) estimating alternative
standardised CPUE series based on different data selection criteria: one set of criteria was suggested by
fishing industry representatives to optimise the data for Petrale sole and the other data set used criteria that
allowed more peripheral data into the data set.

Model results showed that within the range of the criteria investigated, the effects of fixing or estimating
M and the age of knife-edge recruitment were relatively minor, with the management advice almost
identical across these options. However, the effect of splitting the CPUE series was major, with the model
estimating a drop in catchability in recent years and consequently being much more optimistic about stock
status. Finally, the CPUE series optimised for Petrale sole indicated a much stronger recent rebuild for
this species and thus also provided more optimistic advice.

The split CPUE series model runs using the CPUE series optimised for Petrale sole predicted that the
stock would increase over the next 5 years as well as stay above the B, and Bpn reference points with a
high probability (greater than 90%) at removals equal to the 2006 TAC (600 t). The split CPUE series
using the wider data selection criteria did not predict that the stock would increase over the next five
years, but there was an 80 to 100% probability that the stock would stay above the B¢t and By, reference
points (again at levels of removal equal to the 2006 TAC). On the other hand, the runs which assumed a
single CPUE series with constant catchability over the past 40 years had a low probability of increasing at
the beginning of 2012 (31-41%) while there were even lower probabilities of exceeding B (9 to 43%) at
levels of removal equal to the 2006 TAC. The probability for the single CPUE runs exceeding the Bpn
reference point were acceptable, ranging from 64-81%. The lack of capacity to predict a stock size
increase over the next 5 years at levels equivalent to the 2006 TAC in several of the model runs was a
result which may originate from the use of mean recruitment to drive the predictions. There is some
evidence from the model fits that recruitment over the most recent 10 years is about 10% above the mean
which may mean that the stock projections are conservative.



RESUME

L’information concernant la plie de Californie (Eopsetta jordani) en Colombie-Britannique a été passée en
revue et mise a jour afin d’étre incluse dans un modele d’évaluation des stocks a différence retardée. Le
modeéle a été utilisé pour déterminer I’état de ce stock d’un bout a I’autre de la c6te et pour formuler un
avis quantitatifs sur les niveaux de prises et les risques s’y rattachant relativement aux indicateurs de
rendement de gestion sélectionnés.

Une plage d’incertitudes liées au modeéle a été explorée en exécutant le modéle aux fins de I’analyse de la
sensibilité. Ces incertitudes offraient une variété d’hypothéses de modele qui ne pouvaient pas faire I’objet
d’un rapprochement facile par I’inspection des degrés d’adaptation des modéles aux données. Quatre
paires d’hypothéses de modéle de rechange ont fait I’objet d’enquétes : a) I’estimation de M, le taux de
mortalité naturelle instantanée en utilisant les données de poids moyen échantillonnées a partir des péches
ou en établissant M a la valeur préférée de 0,20 et en laissant tomber les données de poids moyen; b) la
variation de I’age de recrutement bien tranché entre I’age de 6 ans et I’age de 7 ans; ¢) I’application d’une
simple série de CPUE pour la période complete du modele, en assumant réellement que la capturabilité
des péches a été constante pendant 40 ans ou en divisant la série de CPUE entre 1995 et 1996 en
reconnaissance des restrictions de gestion rigoureuses qui s’appliquaient a I’épogue; d) I’estimation
d’autres séries normalisées de CPUE fondées sur des criteres de sélection de données différents : un
ensemble de critéres a été suggéré par les représentants de I’industrie de la péche pour optimiser les
données relatives a la plie de Californie, et I’autre ensemble de données a utilisé des critéres qui rendaient
possibles des données plus périphériques dans I’ensemble de données.

Les résultats de modéle ont démontré qu’a I’intérieur de la plage des critéres étudiés, les effets de
I’établissement ou de I’estimation de M et de I’age de recrutement bien tranché étaient relativement peu
significatifs, les conseils de gestion étant presque identiques pour toutes les options. Par contre, I’effet
résultant de la division de la série de CPUE était considérable, le modéle estimant une baisse de la
capturabilité ces derniéres années; par conséquent, il aboutissait a des résultats beaucoup plus optimistes
en ce qui a trait a I’état des stocks. Finalement, la série de CPUE optimisée pour la plie de Californie
indiquait un rétablissement récent beaucoup plus robuste de cette espéece et, ainsi, formulait également des
conseils plus optimistes.

Les séquences d’utilisation du modele de la série de CPUE divisée au moyen de la série de CPUE
optimisée pour la plie de Californie prévoyaient que les stocks seraient a la hausse au cours des cing
prochaines années et qu’ils resteraient au-dessus des points de référence Bref et Bmin avec une grande
probabilité (au-dela de 90 %) a des prélévements égaux au TAC de 2006 (600 t). La série de CPUE
divisée en utilisant les criteres de sélection de données plus vastes ne prévoyait pas que les stocks
augmenteraient au cours des cing prochaines années, mais il y avait de 80 a 100 % de probabilité que les
stocks resteraient au-dessus des points de référence Bref et Bmin (encore une fois a des niveaux de
prélevement égaux au TAC de 2006). D’autre part, les séquences d’utilisation du modéle qui
présupposaient une simple série de CPUE avec une capturabilité constante au cours des 40 dernieres
années avaient une faible probabilité d’augmentation au début de I’année 2012 (de 31 a 41 %), tandis qu’il
y avait des probabilités encore plus faibles d’excéder le point de référence Bref (de 9 a 43 %) a des
niveaux de prélevement égaux au TAC de 2006. La probabilité que les séquences d’utilisation de la série
simple de CPUE excédent le point de référence Bmin était acceptable, variant de 64 a 81 %. Le manque de
capacité de prévoir une augmentation de la taille des stocks au cours des cing prochaines années a des
niveaux équivalents au TAC de 2006 dans plusieurs des séquences d’utilisation de modéle constituait un
résultat qui pouvait avoir son origine dans I’utilisation du recrutement moyen apte & déclencher des
prévisions. En apportant des ajustements au modele, il existe certaines preuves que le recrutement au
cours des 10 années les plus récentes se situe approximativement a 10 % au-dessus de la moyenne, ce qui
peut signifier que les prévisions de stocks sont conservatrices.



INTRODUCTION

The groundfish resource in British Columbia (B.@greased in importance in the late 1970s
with the implementation of Extended JurisdictiorlBv7 and subsequent expansion of the
domestic fleet. Recommendations for quota manageaigroundfish species were not
forthcoming until 1979 (Ketchen 1980). Since thvae, detailed and interim assessments for
various flatfish species have been conducted alynmaluding recommendations for catch
limitations. Assessments of Petrale sole (bridrevconducted in 1998 (Fargo 1999) and 2003
(Starr and Fargo 2004).

It is thought that Canadian landings of Petrale soithe B.C. trawl fishery averaged near 3000 t
per year between the late 1940s and the late 1880satch information from that period are
only available in summarised form without accessrtderlying data and are considered
unreliable. U.S. trawlers that were allowed tt fiis Canadian waters also landed substantial
amounts. By the mid 1960s, landings had decre@sgdre 1) and it is thought that Petrale sole
abundance had declined substantially (Ketchen anckgter 1966).
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Figure 1. Historical landings of Petrale sole: 498006. Years represent the first half of the 1ilAB1 March
fishing year (e.g. 2005=2005/06). US catches frargo (1999); Canadian catches from@#eCatch and
PacHarvTrawl databases.

By the 1970s, analyses were conducted which coadlititat Petrale sole were at a low level of
abundance compared to the 1940s and 1950s, but@istuded that environmental factors were
probably the main cause of the decline in abundéPedersen 1975). Stocks remained at
apparent low abundance in the 1980s and 1990s aAcCaf 497 t was established for this
species in 1997 (Figure 1). This level of catafueed the capacity to target this species while
permitting bycatch when fishing for other assodageoundfish species. Reports from operators
that the abundance of Petrale sole was increasthtplan assessment of this species in late 2003.
That assessment indicated that stock abundancenbsidikely increased and that an incremental
increase in harvest could be allowed. Accordintiig, coastwide TAC for Petrale sole was



increased in April 2004 to 600 t (Figure 1). Howewperators on the west coast have continued
to report that abundance for this species hasasestand that a high level of incidental catch is
causing difficulties when fishing for other asstethspecies.

Petrale sole is an important component of the ofislecosystem. This is particularly relevant as
investigators shift their emphasis from single sg&to multi-species or ecosystem assessment.
Previous studies indicate that this species ipa&tal predator whose diet overlaps with that of
Arrowtooth flounder (adult and juvenile), dogfigPacific cod (adult and juvenile), Pacific
halibut, sand sole and several rockfish specid® alults also show more dependence on
herring as a food item than any other allied sgecRetrale sole also consume cephalopods,
euphausiids and shrimp (Pearsall & Fargo 2007yedile Petrale sole are prey items for large
pollock, Pacific cod and spiny dogfish.

A general increase in catch and effort across gitfisim species and areas beginning in about
1988 and peaking in the early 1990s was at legsiinthe result of competition for fishing

history in anticipation of the application of indiuwal quota management (IVQ). The IVQ
qualification period ran from 1988 to 1992 and fivenula based in part on aggregate landings in
this period was used to allocate the total allowalalich by species. Consequently many species
showed marked increases in landings and effornduhis period which are unlikely to be

related to changes in abundance. This may beshp@explanation for the large increase in
Petrale sole landings, with a noticeable peak spgrfrom 1988 to about 1992 (Figure 1).

The objectives of this working paper are taken ftbm“Request for a working paper” submitted
by DFO Groundfish Management in September 2006:

“To provide an assessment of the Petrale sole population in all the waters off Vancouver
Island, Queen Charlotte Sound and Hecate Strait (Areas 3C, 3D, 5A, 5B, 5C and 5D).
These assessments will provide estimates of stock status relative to an agreed target
reference point as well as recommendations for levels of removals which will allow this
population to reach the target. The assessment should include all available information,
including surveys, biological sampling, catch records, logbooks, observer reports and
fishing practices for Petrale sole. This assessment will provide the basis for the
management of the 2007/08 fishery for Petrale sole in the designated management areas.”

The above objectives have been interpreted asisilo

1. Review the available stock assessment data foaleetole in B.C. and evaluate their
potential for supporting quantitative stock assesgm

Summarise the biological information for Petraleeso

Conduct quantitative stock assessments for all. Gf B> describe current stock status and
summarise stock projections relative to selectetbpeance measures;

This document consists of a main document with sttpyy Appendices A through E that

contain the detailed analyses supporting the ceiais presented in the main section of the
document. A list of the documents and their caistean be found in the text table immediately
following. Tables and figures referred to in thaimtext are sequentially numbered. Tables and
figures in appendices are labelled with the lettete of the appendix and a sequential number,



e.g., Table B.2 for the second table in AppendixEgjuations presented in the main text are
numbered sequentially, as are equations within epplendix.

Description of document components

Document number Contents

Main document Introduction, summary of the assessmasalts and recommendations

Appendix A Biological information used in the assesst

Appendix B Results of GLM modelling used to geneféigery dependent abundance
indices for use in the stock assessment model

Appendix C Generation of fishery independent sulinelyces for use in the stock
assessment model

Appendix D Description and modelling results for theday-difference stock assessment
model

Appendix E Comparison of current decision table ltsswith the equivalent decision
tables presented to PSARC (DFO [2007])

Appendix F Request for Working Paper for updateddfesole assessment

STOCK ASSESSMENT FOR 3CD5ABCD P ETRALE SOLE

Methods

The Petrale sole stock in the combined regionsCASABCD (west coast Vancouver Island,
Queen Charlotte Sound and Hecate Strait) were ses@sing a combined sex delay-difference
model tuned to biomass indices derived from fisleatgh per unit effort (CPUE) data confined
to the areas listed above (Appendix B) and to niishnveight data derived from samples of
commercial landings in any area of B.C. (Append)x Pata from the west coast of the Queen
Charlotte Islands were not included in the CPUByamadue to the small amount of catches in
this region and the concern that it may possiblynidexing another population (Appendix B).

A number of surveys exist which potentially indeatidle sole. These are listed in the text table
below, including whether they were used in the sgsent, as well as some reasons for not using
the survey if that was done. While the survey datee included in the model they generally

have less impact on the results than the CPUEsserie

Survey Period covered  Status Comments

WCVI Shrimp survey 1975-2006 Not used Concerned amdgxing Petrale sole
juveniles; very erratic indices requiring too
much process error to be added

WCVI Triennial survey 1980-2001 Used Transect surtegted as if random
stratified (documented in Starr & Fargo
2004)

QC Sound synoptic 2003-2005 Used Good CVs in 200280d; ongoing
survey (Appendix C)

QC Sound shrimp 1999-2006 Not used Concerned onlxingdéetrale sole
juveniles; erratic indices

Hecate Strait Pacific cod  2002-2004 Not used Short time series; designed fafi®aod,;

monitoring survey unclear if it will be repeated

Hecate Strait 1983-2003 Used Treated as if a random stratifiecdydesi

assemblage (documented in Starr & Fargo 2004)




A delay-difference model approach (Appendix D) \adspted for this assessment because there
are insufficient catch-at-age data to adequatdbrmm a statistical catch-at-age model

(Appendix A). However, the delay-difference moeilundamentally a reduced age-structured
model which requires some age information to estalthe age for knife-edged recruitment. The
delay-difference model assumes that all fish oldan this age are vulnerable to the fishery while
younger fish do not enter the fishery. This isnapdistic assumption and the generally poor
model residuals may reflect the failure of thisumspgtion in some situations. The approach
adopted for this assessment was to generate geowithength-weight parameter estimates
outside of the model using the available growth xedength-weight information. This
information was then used to establish the mostylikge which would result in the observed
mean weights in the fishery. This approach redulcedeverage resulting from potential model
misspecification when fitting to the mean weightaja problem that has been criticised by
reviewers in previous assessments using this n{edel| Starr et al. 2006).

Commercial catch rates were standardised usingergksed linear model (GLM) procedure,
and two sets of standardised indices were fittadh @epresenting a different biomass trajectory
in the most recent few years (Appendix B). One ERdries was generated using a wide
definition of the time, area and depth range wira®ale sole might be taken. The second
standardised CPUE series was developed in consaltaith members of the fishing industry
who recommended specific time periods, areas apthdanges for evaluating this species, with
the exclusion of the remaining data. This procetaned about % of the data used in the
analysis based on the wider selection criteria goiix B). The second analysis resulted in a
trajectory similar to the model based on the “widelection criteria, differing mainly in the most
recent two or three years where the more restrité¢a set showed a much greater upturn in
CPUE compared to the series using the “wide” dakaction criteria. Both CPUE series were
used in this assessment.

Previous assessments on the west coast of Caneelérbated the CPUE series as having a
constant proportional relationship to biomass tghmut the time period. This assumption is
very strong, linking historical catch rates frone tt960s and 1970s to the present by assuming
that catchability (i.e., the proportion of biomaaken by a unit of effort) has not changed over
the entire period. This assumption is tenuoufénnost recent 10 years, when most
commercially important species have had TAC limpgplied, accompanied with 100% observer
coverage to ensure that every vessel accountssfeniire catch and bycatch by species. This is
in marked contrast with the earliest years (the0$%hd 1970s) when there were essentially no
management constraints, followed by the applicationip limits by species and other
management tools which would likely affect catctesa There are other trends, such as the
introduction of GPS (global positioning), bettestiumentation (such as depth sounders) and
larger and more powerful vessels which should Vikketrease the relative catchability per unit of
effort. In an attempt to acknowledge the existesfddese changes, this model has included the
capacity to fit multiple CPUE series, thus estim@tseparate catchability parameters for each
series. This capacity was investigated by spijttme CPUE series between 1995/96 and
1996/97. This is one year prior to the establisinoé the current transferable quota system, but
it also is when the high level of mandatory obsepomerage was introduced. The split was
moved as far back in time as was reasonable to thaksecond series as long as possible. Itis
felt that this approach should work well in the o of the delay-difference model because this



type of model treats the mean weight as absoliget@tal annual biomass divided by number of
vulnerable fish), thus not allowing large changebiomass over the period of the split.

The stock assessment model used here is nearlycaleio the model used by Sinclair and Starr
(2005) to assess Pacific cod in Hecate Strait grntarr et al. (2006) to assess rock sole in
Queen Charlotte Sound, with a few exceptions:

. no environmental variable was available to tunerdoeuitment deviations;
. five year projections using randomly drawn recr@itrdeviations were used,
. the CPUE indices could be split into multiple serad fitted separately.

. An error was discovered in the code used in preiarsions of this delay-difference
model (Sinclair et al. 2001, Starr et al. 2002 yiS&aFargo 2004, Sinclair & Starr 2005,
Starr et al. 2006) and it was present in the varsidhis assessment presented to the
Groundfish Subcommittee of PSARC in January 200FC[2007). This error concerned
the method by which the mean weight in the ingedr was calculated and resulted in
always using the mean weight associated with tiished biomass in the first year of the
assessment reconstruction. This error has beeacted in the current version (see
Appendix D for a more detailed description of tlaéune of the error and how it was fixed.
A comparison between the decision table resultsgmted in DFO(2007) and Appendix D
can be found in Appendix E).

The stock assessment investigated the followingpfaavhich contribute to the overall
uncertainty through a series of 12 alternative rhages (listed in Table 1), each of which
incorporated various aspects of the hypothesesllis¢low:

1. the effect of using a single or split CPUE sergedéscribe the relationship between the
catch and abundance. A split series recogniseésiaamges in the management of the fleet
has affected the proportion of the biomass whidaken by the fleet;

2. the effect of applying two alternative CPUE sermse based on a restricted selection of
data proposed by representatives of the fishingstrgt and the second based on a wider
definition for selecting the data;

3. the effect of estimating or fixing thd parameter. An informed Bayesian prior was applied
to theM parameter when it was estimated and the weightwlate not fitted whelM was
fixed at its preferred value of 0.2;

4. the age of knife-edge recruitment was tested kipditmodels using growth models based
on a knife-edge recruitment age ¢f r=6 orr=7. Note that the previous delay-difference
model for Petrale sole used a knife-edge recruitrager=4 (Starr & Fargo 2004).

Stock assessment projections

A Bayesian approach, based on the Markov Chain &Gatrlo (MCMC) algorithm (Gelman et

al. 1995), was used to estimate the joint posteligtributions of model parameters and to make
projections for five years from 2007 to 2011 acr@sange of fixed catch options. Four of the 12
investigated model runs (Table 1) exhibited poorNMCconvergence behaviour after an initial
exploration involving 40 X 1Dsample iterations (sampled once in every 40,G8@tions).
Extending the MCMC sampling to 500 X 1€ample iterations, with sampling once every



500,000 iterations, markedly improved the convecggrerformance for two of these four model
runs, marginally improved a third and left the tbuand final model run still unconverged (see
discussion on this point Appendix D, beginning ag® D.8). Therefore, results for this final
model run ¢plit CPUE series/ r =6/wide rules/fix M should be interpreted with
caution and probably should not be considered wgneposing management advice.

Five year projections were made from the postelistribution of the terminal biomass with
recruitments drawn randomly from a distributiorlag-space of mean=0 and standard
deviation=0.4 (which is the assumption for recr@itvariation during the fitting phase). The
projections are made starting from the 2007 begmgear biomass across a number of fixed
catch options, ranging from 0 to 1000 t in 10Cepst The resulting biomass levels for each year
from 2008 were evaluated against four performandeators to generate a decision tables that
can be used to provide management advice.

The performance indicators selected for this sagdessment are:

1. Exploitation rate in 2007—2011 relative to the ager exploitation rate from 1966 to 2006
2006
(Uref =mear{U } );

t=1966

2. Beginning year biomass in 2008—-2012 compared toninenum biomass over the 1966-
2006 period( B, =min{ B} );

3.  Beginning year biomass in 2008—-2012 compared tatkeage biomass from the 1977-
1984 period:( B, =meaf{B} ..

t:1977) . This period was selected as one of relativellgiab
from which the stock has declined and recovered;

4. Beginning year 2008—-2012 biomass compared to thmbieg year biomass in 2007
(Bref = B2007)-

Two quantities were calculated for the three pentomce indicators that reference biomass levels
(indicators 2, 3 and 4):

The cumulative probability that each draw from M&MC posterior distribution would exceed
one of the three biomass reference levels in yea( By > B« ) ;

The expected value from the MCMC posterior distiidiu of the ratio of the biomass in year
relative to one of the three biomass referencdﬂe\ﬁ( By / B« ) ,

Only the cumulative probability in year 2011 tha¢ exploitation rate would be below the
reference exploitation was calculated for the fiestformance indicatoP(U201l< U« ) :

These performance measures are based on managangetd selected from the historical
biomass trajectory. Such management targets aessarily arbitrary but are preferred over
model-based reference points that use derived deasnsuch aB, or Bys, because these latter
parameters are usually poorly estimated, being sengitive to assumptions made for parameters
that are difficult to estimate, suchfsor h. By andBys, are also sensitive to the relative
weighting among catch, average fish weight, or syimdices, and often change over time as



more data are added to the analysis or as the atsgssment model evolves, while historical
management targets tend to be more stable bedasare defined as relative targets.

TheBnin reference point does not work well for series whkeebiomass trend is continuously
downward. This is the case for some of the si@f&JE series MPD fits, where the stock has

not recovered above the average biomass for teeerefe period (e.g., see Figure D.7 and Figure
D.8). Therefore, this reference point should sealunted for the single CPUE series model runs
which use the “wide selection” for generating tHeUE abundance indices. However, this is not
the case for the split CPUE model runs or the sifPUE runs based on the “CGRCS selection
rules”, where there is a clearly defined minimund #me stock has moved above the average
biomass for the reference period (e.g., FiguretdBigure D.12).

Another advantage of using reference points whietbased on a historical period is that such
reference levels are more comprehensible to stédketsoand there frequently exists institutional
memory of these periods. In addition, there isagiswthe option of changing the reference period
if, once attained, it seems for some reason tonkaitable. Reference points which are external
to the model estimation process also tend to letdethaved when evaluated with MCMC
search algorithms (see discussion on this poiApipendix D, page D.10).

Results

Two of the four sources of model uncertainty inigeged in this assessment appear to be
relatively unimportant while two others are sourgésonsiderable uncertainty which cannot be
resolved on the basis of the available data. Woeesburces of relatively minor uncertainty are
a) the choice of the age of knife-edge recruitnb@ttveen age 6 and age 7; and b) whethes
fixed at a value of 0.20 (and the mean weight degadiscarded) or estimated using an informed
prior with mean 0.20 and standard deviation of @&0vell as including the mean weight data.
Fixing M=0.20 is like specifying an extremely tight infordherior because no variation is
allowed around this value. For this latter reasba,models which estimaké are preferred to

the fixedM models because they allow additional uncertaimtyné model runs which estimate
this parameter without straying too far from thencoonly accepted values.

Examples of the lack of sensitivity to these twarses of uncertainty can be seen when
comparing the cumulative probabilities of the parfance indicath(B2012 > meal{u Bt}ifgﬁ)

for model runs which differ in hoM is estimated or in the value used ffavhile holding the

other factors constant such as the rules useddaioae the CPUE data: the “CGRCS rules”
(Figure 2) or the “wide rules” (Figure 3). The aulative curves for the four options nearly lie

on top of each other when using the “CGRCS rulEgjure 2) but there is some divergence
between runs when using the “wide rules” (Figure Bgcause these alternative model runs
overlap, the management advice arising from thesgeiruns would be nearly identical.
Comparisons between the same runs based on thetlutbe performance measures have similar
outcomes: the management advice will be similangcthese runs. Note that it is the run
splitCPUE series| =6Jwide rulesffix M which is quite different than the other

runs in Figure 3. This is the run that has poodgverged (see Figure D.28) and the fact that this
run differs from other similar runs may be causgdhe lack of convergence.



The other two sources of model uncertainty are nmicle important. These are a) whether we
choose to use a single CPUE series or split thesserto two in recognition of the changes in
management that were instituted in 1996 and 198bawhether we choose to use the CPUE
series that is based on relatively narrow datactelerules targeted at Petrale sole (“CGRCS
rules”) or use the CPUE series that resulted frammda, and more inclusive, data selection
procedure (“wide rules”).

Examples of the greater sensitivity of the manageradvice to these two sources of uncertainty

can be seen when comparing the cumulative probabibf the performance indicator
1984

P(B2012 > meal{u Bt}t=1977) for model runs which differ in whether a singleaosplit CPUE series

is applied while holding other factors relativelynstant. Figure 4 holds the age of recruitment to
r=6 and uses the “CGRCS rules”, comparing acrosauh#er of CPUE series and tkle
estimation type while Figure 5 also holds the agecoruitment ta=6 and uses the “wide rules”,
thus also comparing across the number of CPUEssanié thevl estimation type. For both
graphs, the cumulative probability curves differrsnor the change in the number of CPUE
series than for th®l estimation type , indicating that different managat advice would be

given, depending on which assumption for numbeZUE series is used.

The assumption of constant catchability over ayfgear period is very strong and the models
using this assumption appear to be extremely péstsinmwhich contradicts the anecdotal reports
which are being received from the fishery. It sedikely that, given these reports and the strong
likelihood that catchability has changed over tithe, model which splits the CPUE between
1995/96 and 1996/97 should be preferred over theeemehich treats the CPUE as single series.
It should be noted, however, that there was insigffit time to investigate alternative splits in the
CPUE series. Note again that it is the spfit CPUE series| =6|wide rulesffix M

which appears to be outside the range of the otimsy, again confirming the non-convergence
with this model run.

The choice between which sets of selection rulesilshbe used to construct the two CPUE
series is less clear. The cumulative probabilityves are less divergent than was the case for the
single and split CPUE series (Figure 6 and Figyy®udt the management advice will differ
depending on which set of data selection rulesimsiclered to be more reliable for the
construction of the CPUE series used in the asssdsnThe “CGRCS selection rules” focussed
specifically on optimising the data for Petraleesahile the “wide selection rules” procedure
allowed data into the model which would be conssdanore peripheral to this species. On this
basis, the “CGRCS” series should probably be prefersimply because it is more targeted at
Petrale sole. However, this has resulted in amlamiced model which was forced to make some
relatively strong assumptions in how to deal witlsgible areaXyear interactions. It should be
noted that the “wide” selection model is also uabakd and is probably affected by similar
problems, but may benefit from having more datage for estimating explanatory coefficients.
Therefore, selecting between the two CPUE serisstistraightforward. A possible
recommendation would be to use the “CGRCS” sesdhea primary source of advice but to
consider the probabilities provided by the “wideP\QE series before finalising the advice.



The two CPUE series derived from the alternativect®n process (“CGRCS” and “wide”)
agree that the current TAC provides a high proldgi{ihearly 100% for all runs) that the stock

will stay above themin{ Bt}fff;% reference point, with little attenuation over th@ge of catch

levels presented (Figure 8 and Figure 9). Nadétthese observations only apply to the model
runs with split CPUE series and the single CPUEkesarsing the “CGRCS selection rules”
because the probabilities and expected values&Bt, performance indicator for the single
CPUE model runs using the “wide selection rulesdudti be severely discounted (page 7).

The split CPUE runs using the “CGRCS selections'upgedict that there is a 70-80%
probability that the biomass will increase over et five years if removals equal the current
TAC (Figure 10 and Figure 11). The equivalent rusisig the “wide selection rules” predict that
the biomass will decrease over the same perioti, thé exception of the unconverged run
(split CPUE series| =6|wide rulesffix M) (Figure 10 and Figure 11). All the

single CPUE runs predict that there is a less 8@ probability the biomass will decrease,
regardless of the selection rules, at removalslegqube current TAC (Table 2).
Table 1. Mean exp(recruitment_deviations) for there series and the most recent 10 years fronvitRB fits for

each of the 10 runs presented in this assessribethiled descriptions of each of these model rintdiding
the hypotheses tested and assumptions can be ifodqpendix D.

t=2006-r+1 t=2006-r+1
) J [ S J
1=1966 t=2006-r-9

Earr:mer Run description g (200677 +3-1968 o [(2006-1+9- (20067~ 9]
Case 1 single CPUE series|= 6 | CGRCS rulest e 1.000 1.089
Case 2 single CPUE serieg|= 6 | CGRCS rulag M 1.000 1.101
Case 3 single CPUE serieg|= 6 | wide rulest|Ms 1.000 1.028
Case 4 single CPUE serieg|= 6 | wide rulex|M¥ 1.000 1.044
Case 5 split CPUE seriesr|= 7 | CGRCS rulest|Ms 1.000 1.085
Case 6 split CPUE seriesr|= 7 | CGRCS rulex M 1.000 1.069
Case 7 split CPUE seriesr|= 7 | wide rules | ds 1.000 1.164
Case 8 split CPUE seriesr|= 7 | wide rules | ik 1.000 1.122
Case 9 split CPUE seriesr|= 6 | CGRCS rulest|\s 1.000 1.146
Case 10  split CPUE seriesr|= 6 | CGRCS rule|Ni 1.000 1.043
Case 11  split CPUE seriest|= 6 | wide rules | s 1.000 1.219
Case 12 split CPUE seriesr|= 6 | wide rules | filx 1.000 1.129

So while the biomass is predicted to stay abovedhected reference levels using either the
“CGRCS” or the “wide” CPUE series, Petrale soleaveredicted to decline in size over the next
five years under landings equivalent to the presé& for the model runs using the “wide
selection rules” or which assume a constant catlityadver the past 40 years (e.g., single CPUE
series assumption). Figure 1 shows that there bese relatively few years when the reported
landings of Petrale sole have exceeded the cuf&@tsince 1966 (15 of the last 40 years), most
of which occurred during the 1960s and 1970s. average landings from 1966 to 2005 have
been 610 t. This model assumes average recruitvteart making the projections, so it is not
surprising that a catch level of around 600 t pEarys found to be near the average surplus
production. An alternative approach might haventteeselect randomly from the recent



recruitment deviations because the last 10 yeass had higher than average recruitment for all
model runs (Table 1). The projections presented beuld be considered conservative as current
recruitment is probably above average, which actsolam the reports of good Petrale sole
abundance and which was not taken into account wiaking these projections.

The probabilities for the beginning year biomas204.2 for each run and performance indicator
are given for the current TAC of 600 t in TableThese runs are arranged in pairwise fashion
where every paired comparison that can be madwisrsside-by-side so that the specific
differences can be compared. This table providegkact probabilities for comparison at the
current TAC and at the end of the 5 year projestioAll the conclusions presented above are
confirmed: the method of dealing with and the age at knife-edge recruitment have religtiv
small effects compared to the differences genefayatie number of CPUE series used in the
model or which CPUE selection procedure is usedaerd are a few model runs where hhe
estimation method makes a difference. For instaR{B,,,, >B,,,,) for the ‘CPUEX2 r =6

CGRCS8model run is much better for the run which fixdshan the run which estimatbs
(Table 2).

Appendix D provides decision tables for all 12 ransl each performance indicator at catch
levels that range from 0 to 1000 t per year in St 00 t.

Limitations of this stock assessment

There are insufficient survey data available tvses fishery-independent abundance indices for
population dynamics modelling, and the surveys Wiaie available with longer time series
(WCVI shrimp, WCV!I triennial and Hecate St assemgbleall have a large amount of process
error which reduces their capacity to contributéhassessment model. The WCVI shrimp
survey in particular had so much process errorithetd to be dropped after attempting a number
of initial fits. Therefore, the CPUE series dedveom trawl fishery catch rates is the primary
source of stock abundance information in these. rig there are serious problems with relying
on fishery dependent information to assess st@thkst For instance, we are generating
abundance indices for a single species from comaietata which are likely confounded by the
complex multi-species components of this fishérlanagement restrictions imposed on other
species, especially the necessity to “avoidantg because of reaching limits for any number of
species, will affect the catch rates. This isddiion to market requirements which will affect
targeting behaviour as well as the size of the Ib@gsg brought on board. It is now well
accepted that restrictions on the catch of Pacditin Hecate Strait have affected the catch rates
of allied species in the same area since the castis were imposed in 2001. In addition, the
GLM analyses presented in this paper have not atehto account for technological
improvements over time in fishing gear or vessetibnics (e.g., colour plotters, GPS and other
navigational aids) which may cause hyper-stabdftgatch rates due to increased efficiency. But
there is little alternative to the use of theseltattes if a stock assessment is to be prepared fo
any of these species.

The decision tables provided in this paper givelgace to the selection of short-term TAC

recommendations and describe a range of possitiieefoutcomes over the projection period at
fixed levels of annual catch. The accuracy offgt@ections is predicated on the model being
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correct. Uncertainty in the parameters is expli@tdressed using the Bayesian approach but
this only reflects the specified model, which ird#s the weights assigned to the various data
components. Projection accuracy also dependsghiyhiincertain future recruitment values and
the adoption of static harvest policies. For ins& it is likely that the data and the stock
assessment will be updated during the time pemvé@d by the projections which in turn

would lead to different levels of catch throughised decision tables. A simple projection based
on the assumption of a fixed catch policy providesvaluation of alternative management
decisions without any form of feedback. More coexdieedback management evaluations are
potentially possible but are beyond the scopeisfahalysis. However, there is value in
continuing with this type of analysis in the shi@nm because it can identify possible approaches
that can be expanded into the more complex foreedlfack evaluations. Analyses such as this
one also can identify the strengths and weaknessbe available data.

Data limitations and research priorities

The following issues should be considered whenmitanfuture stock assessments and
management evaluations for Petrale sole.

1. There should be a general ageing review for flatfigecies: it appears that the current
practise is to use port samples to provide agesotuitor the fishery. However, there is a
major process of sorting which occurs at sea, witdrge proportion of several flatfish
species being discarded. This is especially touspecies which exhibit sexual
dimorphism, such as rock sole and English solealrse most males are discarded for being
commercially too small. However, this processksly to affect other species as well.

This seems to be less of a problem for Petrale asles demonstrated by the large
proportion of males in the landings. But the ergiystem of flatfish data collection should
be reviewed and possibly updated to reflect cumemiagement requirements.

2. There are insufficient ages available to propesisess Petrale. There are about 1600 aged
structures in total, which are insufficient to detee if there are regional or annual
differences.

3. Single species stock assessments are limited ue wahen considered in the context of
multi-species nature of the fisheries which talesthspecies. More thought should be
given to how to progress the management of theilespsaites that are taken in the BC
trawl fleet and what information needs to be cadddo accomplish this management.

4. Continue the fishery-independent surveys for regi®@D, 5AB, and 5CD to reduce the
dependency on fishery CPUE data for Petrale sole.

5. While the delay-difference stock assessment maaekbme advantages because it makes
fewer demands for high quality data compared tssizal catch-at-age models, the
properties of this model are not well understobdrther use of this model to assess fish
stocks should be preceded by simulation modelbngeimonstrate the capacity of this
methodology to evaluate stock status.
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Summary and Recommendations

1.

A delay-difference stock assessment model for Ret@e was fitted to two alternative
CPUE series, one was targetted at Petrale soleghrosing a set of data selection rules
optimised for this species that was suggesteddyniy industry representatives while the
second series was based on selection rules tbatealla wider set of data into the analysis.
The standardised CPUE series resulting from theonar “CGRCS” data selection
procedure diverged from the CPUE series based ate*wlata selection mainly at the
beginning and end of the series; the differencemast pronounced at the end of the series
where the “CGRCS selected series” suggested thattitk had recovered more quickly
and strongly than the indices derived from the ‘&véglection rule”. Models fitted to the
CPUE series generated from the “CGRCS selecti@stulere more optimistic relative to
the selected performance indicators than the mditield to the CPUE series based on the
“wide selection rules”.

The stock assessment modelling explored alternptiveedures for dealing with tihé
parameter and the mean weight data, either fikirtg a value of 0.20 and dropping the
mean weight data or estimatiMy constrained by an informed Bayesian prior whiee t
mode equalled 0.20 and was fitted to the mean weligta. Comparison of models fitted
using eitheM assumption showed that there were relatively sdififrences between the
two alternatives in terms of meeting the perforneaimclicators across the range of the
other investigated assumptions. These includetiatbenife-edged recruitment ages
investigated: age 6 and age 7. These two agessekyeted because a comparison of the
mean weight data from the fishery with the thegcedtmean weight of an unexploited
population, given a fixed value ft=0.20, was more in line with knife-edge recruitment
ager=6 orr=7, rather tham=4 as used in the previous assessment (Starr SoRA04).

The stock assessment also investigated using thEE@RIices as either a single series
driven by a single catchability parameter, implyagonstant relationship between the
fishery and abundance over the 40 year periodamtbdel, or splitting the CPUE series
between 1995/96 and 1996/97 in recognition of tAgomchanges in the management of
the fishery that took place in this fishery durthg mid-1990s. The assessments using the
single CPUE series were much more pessimistic aassessments based on the split
series, regardless of which set of data selectitas were used, resulting in a strong
leftward shift in the performance measures fromsihié the single CPUE series. It seems
unlikely that the models fitted to the single CP&Hties are realistic, given the long-term
changes in the management of this fishery and geoptimism that currently exists within
the commercial fleet for this stock. However, maakimates of for the second series
were less than %2 the estimates for the first faheseries, implying that the current
fishery is considerably less effective at harvesgtins species, which also seems
unrealistic. The choice between a single or §HtUE series hypothesis is dependent on
whether it is reasonable to conclude that the fisigepresently much less effective than
previously.

Twelve stock assessment runs investigating foerradtive pairs of options are presented
in this report. Of these, the effect of estimatih@nd the age of knife-edge recruitment is
small in the context of the overall uncertaintythis assessment. It is recommended that
the decision tables using knife-edge recruitmertrag and the “estimat®!” options be
used to form management recommendations. Thda GBWE” runs explicitly address
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recent management changes in the context of tie& aksessment model, and it is
recommended that the runs using this option be tesmm management
recommendations. Finally, the choice between @BRCS” selected CPUE series and the
“wide” selected CPUE series is not clear-cut.s tscommended that the “CGRCS” series
be preferred but that the “wide” series also bemakto account when making
management recommendations.

Both of the recommended runsp{it CPUE series| =6|QGRCS rules|est M
andsplitCPUE series| =6|wide rulesjest M) predict that the stock will stay

. 2006 1984 . .
above theB;,=min{B}_ . and B, =meaq{B} _ . performance indicators at removals

equal to the current TAC (range of probabilitieenfr85% to 100%). The probabilities that
the stock will remain abovB,¢ are still above 70% at catch levels up to 90Cawyer the
“CGRCS rules” and up to 700 t/year for the “widéeri. The model using the “CGRCS
rules” predicts with a 70% probability that theckt®ize will increase over the next five
years at removals equal to the current TAC whige"thide rules” model predicts (P=27%)
a decline under this catch level. The current Ti&\@ear the average catch for the entire
period and the projections were done assuming geeecruitment. However,
examination of recent recruitment deviations intidhat recruitment is about 10% higher
than average over the last 10 years and that coesdly the projections presented in this
assessment may be pessimistic.

The reliance of the stock assessment on fishergragt data is its biggest weakness as it
is likely that many considerations other than stalbkkndance will cause changes in the
“abundance” index. The available survey data slawge amounts of process error which
reduce the usefulness of these data in the mdédeally, the decision tables which form

the centre of the management advice in this pagsmae constant catch strategies without
any form of feedback into the process. As suabseldecision tables are only useful for
comparing potential alternative management strasegind should not be taken as an actual
prediction of the next five years.

Considerable uncertainty surrounds much of thelavia data for Petrale sole and other
flatfish species. In particular, the practiseaking the majority of the ageing structures
from landed fish should be reviewed in the contéxdn overall strategy for sampling
flatfish in B.C. It may be that ages need to béected both at-sea and in ports to properly
characterise these fisheries.

The delay-difference model should be simulatiote$o better understand its behaviour
before it is used again in a B.C. groundfish stagkessment. The discovery of the error
described in detail in Appendix D demonstratesitigortance of this step.
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Table 2. Pairwise comparisons of probabilitieoasged with the four performance indices acroksted runs
(Table 1) in projection year 2011 after applying tturrent TAC (600 t) for 5 years. Each blockwis
compares the probabilities across a single pdaaibrs while holding the other three factors canst A
complete set of decision tables for all runs anéliof catch for the four performance indicatarpriovided

in Appendix D.

Factors held constant:

Pemfnance Indicator

P(U2011 > meafU }

2006 ) P(B
1=1966

. 2006
2012 > Minf Bl}t:l%e)

1984

P(Bzou > meaf B&}t:ww)

P( Boorz > B2007)

Estimate Fix| Estimate Fix: Estimate Fix| Estimate Fix
Estimate or fixM: M M M M M M M M
CPUEXx1r=6_CGRCS 0.29 0.37 0.78 0.79 0.31 0.43 0.31 0.39
CPUEX1r=6_wide 0.16 0.14 0.81 0.64 0.12 0.09 0.41 0.33
CPUEX2r=7_CGRCS 0.97 0.98 1.00 1.00 0.98 0.99 0.78 0.73
CPUEX2r=7_wide 0.75 0.90 0.98 0.99 0.82 093 0.34 0.51
CPUEX2r=6_CGRCS 0.98 0.97 1.00 1.00 0.98 0.99 0.70 0.77
CPUEX2 r=6_wide 0.79 0.96 1.00 1.00 0.85 0.96 0.29 0.73
Age of knife-edge
recruitment: r=6 r=7 r=6 r=7 r=6 r=7 r=6 r=7
CPUEx2_CGRCS_estv 0.98 0.97 1.00 1.00 0.98 0.98 0.70 0.78
CPUEx2_CGRCS_fixM 0.97 0.98 1.00 1.00 0.99 0.99 0.77 0.73
CPUEx2_wide_estM 0.79 0.75 1.00 0.98 0.85 0.82 0.29 0.34
CPUEx2_wide_fixM 0.96 0.90 1.00 0.99 0.96 0.93 0.73 0.51
Number of CPUE seriegs CPUEx1 CPUEx2 CPUEx1 CPUEx2 CPUEx1 CPUEx2 CPUEx1 CPUEx2
r=6_ CGRCS_estM 0.29 0.98 0.78 1.00 0.31 ).98 0.31 0.70
r=6_ CGRCS_fixM 0.37 0.97 0.79 1.00 0.43 0.99 0.39 0.77
r=6_wide_estM 0.16 0.79 0.81 1.00 0.12 .85 0.41 0.29
r=6_wide_ fixM 0.14 0.96 0.64 1.00 0.09 0.96 0.33 0.73
Data selection criteria
for CPUE analysis CGRCS wide CGRCS wide CGRCS wide CGRCS wide
CPUEX1r=6_estM 0.29 0.16 0.78 0.81 0.31 0.12 0.31 0.41
CPUEX1r=6_fixM 0.37 0.14 0.79 0.64 0.43 0.09 0.39 0.33
CPUEX2r=6_estM 0.98 0.79 1.00 1.00 0.98 0.85 0.70 0.29
CPUEX2 r=6_fixM 0.97 0.96 1.00 1.00 0.99 0.96 0.77 0.73
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Indicator: P{B[2012]>Brmean[77-84]) Indicator: P(B[2012]>Brmean[77-84])
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Appendix A. B IOLOGICAL ANALYSES FOR PETRALE SOLE

Estimation of length-weight parameters

Every record with Petrale sole data was extraatam the biological sample data available in
GFBio (extract obtained 05 September 2006). Tdssllted in recovering 165,888 records
distributed by year, sex and combined major arga@sted in Table A.1. An additional 6,148
records are missing either sex, length, or dasaofpling information.

Table A.1. Distribution of records by sex and cameld major DFO reporting region for Petrale soleeg®rded in
the GFBio database (current to 05 September 20D6¢se records all have a valid sex code, major Bfe@
code and a length observation. Records missingbtieese values are not included in this table.

Malels Femaljs
Year 3CD 4B 5AB 5CD 5E Total 3CD 4B 5AB 5CD 5E Tot
1953 2,851 443 366 3,660 4,969 679 666 6,314
1954 2,552 53 265 2,870 5,264 67 422 5,753
1955 1,691 69 1,760 3,427 97 3,524
1956 1,199 342 53 1,594 2,059 800 295 3,154
1957 837 879 1,009 2,725 3,012 1,604 2,032 6,648
1958 2,031 1,051 1,535 4607 3,282 1,910 1,754 ,946
1959 990 462 90 1,542 1,915 1,033 328 3,276
1960 1,151 554 674 2,3Y9 2,304 1,186 1,327 4,817
1961 1,153 423 857 2,483 3,426 1,124 1,009 5,559
1962 1,702 2,494 1,213 5,409 3,089 4374 1,200 ,663
1963 610 2,018 310 2,988 826 3,015 330 41171
1964 1,807 1,697 464 3,968 3,813 2,595 787 7,195
1965 1,529 598 703 2,880 3,438 856 1,456 5|750
1966 1,229 1,215 497 2,941 2,848 1,508 962 5,318
1967 1,869 1,123 477 3,469 3,047 1,409 605 5,061
1968 494 475 443 1,412 1,127 810 819 2,[756
1969 896 896 1,052
1970 840 110 950 1,369 173 1,542
1971 1,692 170 1,862 1,564 167 1,731
1972 931 931 1,198
1973 1,431 153 1,584 2,229 81 2,310
1974 1,408 1,408 2,725
1975 132 132 204
1976 58 32 ap 233 187 420
1977 312 312 972
1978 390 390 643
1979 104 104 229
1980 324 324 275
1981 851 55 3 909 374 244 6 24
1982 206 279 485 68 8
1983 208 232 440 92 68 0
1986 118 118 182
1988 277 288 565 37 100 7
1989 206 63 2609 94 119 3
1990 199 63 20 134 416 208 86 25 00
1991 28 12 40 119 19 8
1992 28 5 33 23 19 2
1993 20 17 19 18 74 29 39 17 04
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Males Femaﬁs
Year 3CD 4B 5AB 5CD 5E Total 3CD 4B 5AB 5CD 5E Tot
1994 7 41 5 58 31 7 4 42
1995 129 86 22 237 125 12 19 156
1996 26 26 21 21
1997 31 31 18 18
1998 76 16 23 115 59 19 52 180
1999 155 7 16p 118 18 136
2000 14 63 19 96 83 124 25 232
2001 49 55 4 108 39 83 29 161
2002 55 43 116 214 43 68 258 369
2003 20 192 268 42 522 54 101 510 22 b87
2004 304 260 54 64 682 375 216 59 6 556
2005 154 149 331 64 698 244 117 399 42 802
2006 138 6 23 167 141 7 56 204
Total 35,423 53 15,811 10,008 695 61,990 62,973 67 24,9146045, 340 103,898

A linear regression model (Eq. A.1) was fitted lcagailable length-weight pairs categorised by
sex and major combined DFO region (Table A.2) mis&here were major differences in the
estimated parameters between the areas for eacifeexdength data were trimmed to the 1 and
99 percentiles in each area to drop length outligtse length data were trimmed to the 1 and 99
percentiles in each area to drop length outlietewever, the weight data were not trimmed once
the length data were selected for each model.

W =qgl”
In(W) =In(a)+ BIn(L) +¢ Eq. AL
a=exp[ In@)]

Table A.2. Distribution of available length-weighdirs for Petrale sole by year, sex and combinagnDFO areas.

Malds Femaﬁs
Year 3CD 4B 5AB 5CD 5E Total 3CD 4B 5AB 5CD 5E Tot
1994 5 g 4 4
1998 23 23 52 5p
1999 7 1 18 18
2000 63 63 124 124
2001 55 55 83 83
2002 11 109 120 39 250 289
2003 20 107 259 42 428 54 72 455 22 503
2004 220 163 17 64 464 292 168 30 6 496
2005 64 108 239 57 468 125 72 267 8 472
2006 46 6 3 55 68 7 42 117
Total 350 0 402 770 166 1,688 539 0 376 1,265 78 2,258

Model fits and residual plots are provided for fit¢o the total B.C. data (males: Figure A.1,;
females: Figure A.2). Parameter estimates and shaggostics from the fitted models are
presented in Table A.3 and are plotted for comparisy sex and area in Figure A.3. Residuals
for all models show poor fits to the data at thks taf each residual distribution. These are
probably caused by data outliers which may be datas. The parameter estimates for total
B.C. by sex (Table A.3) do not differ greatly frahe estimates used by Fargo & Starr (2004).
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Examination of the parameter estimates by major Dégibn shows systematic differences
between the sexes, with females having consistgngigter estimates fgf and lower estimates

for a than for males (Figure A.3). However, it is nldar whether there are sufficiently strong
differences in the length-weight parameter estisiatzoss the three areas to justify providing
separate length-weight estimates for each of thasar

Table A.3. Length-weight parameter estimates fetrd?e sole by sex and major combined area (3CIB, &#d
5CD) and for all areas combined (including 5E)I aMailable length-weight pairs were used, regasltef
data origin except that the each length distributias truncated at the 1% and 99% of the empirical
distribution to reduce the effect of outliers. ékshown is the estimate used in the 2003 assess$oneatal
B.C. Petrale sole (Fargo & Starr 2004).

Area N Parameter Estimate Transformed SE LB uB
Males
3CD 312 B 3.05 3.05 0.11 2.84 3.27
a -11.77 7.77TE-06 0.66 -13.06 -10/47
5AB 391 B 2.94 2.94 0.06 2.83 3.06
a -11.06 1.57E-05 0.35 -11.75 -10/38
5CD 676 B 3.14 3.14 0.03 3.09 3.19
a -12.23 4.87E-06 0.15 -12.53 -11/93
Total 1409 B 3.08 3.08 0.03 3.02 3.14
a -11.92 6.68E-06 0.18 -12.27 -11/56
Previous Jii 3.10 3.10
a -12.02 6.01E-06
Females
3CD 492 4 3.25 3.25 0.06 3.13 3.37
a -12.83 2.69E-06 0.37 -13.55 -12/10
5AB 365 B 3.37 3.37 0.05 3.26 3.47
a -13.56 1.30E-06 0.32 -14.18 -12/93
5CD 1121 B 3.18 3.18 0.02 3.14 3.22
a -12.46 3.88E-06 0.12 -12.69 -12[23
total 1906 B 3.22 3.22 0.02 3.18 3.26
a -12.68 3.11E-06 0.13 -12.94 -12/42
Previous )¢ 3.24 3.24
a -12.80 2.77E-06

! Starr & Fargo (2004)
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Weight (gm)

Figure A.1. Plot of the fit for length-weight ddta males in all areas combined (3CD5ABCD). Aladable

Weight (gm)

Figure A.2. Plot of the fit for length-weight ddta females in all areas combined (3CD5ABCD). &lhilable
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Figure A.3. Comparison of the estimates for eddh®parameters in Table A.3 by combined majoa ad for
total B.C. by sex, showing the 95% confidence bsund

Estimation of von-Bertalanffy growth parameters

A non-linear von-Bertalanffy model (Eqg. A.2) watdd to all available age-length pairs
categorised by sex and major combined DFO regiablélA.4) as well as to a model using data
from all areas to see if there were major diffeesnin the estimated parameters between the
areas for each sex. Neither the length nor thedagewere trimmed to remove outliers prior to
the analysis.

L =L "Bl Eq. A2

Model fits and residual plots are provided for tit¢éo the total B.C. data (males: Figure A.4;
females: Figure A.5). Parameter estimates and stagmostics from the fitted models are
presented in Table A.5 and are plotted for comparksy sex and area in Figure A.6. Residuals
for all models show reasonable fits to the datapkat the older ages where there appears to be
some patterns in the residuals, as seen in theBdIamodels for both males (Figure A.4) and
females (Figure A.5). These may be caused by gganors at the older ages or the lack of a full
range of samples at these older ages. The panaestimates for all of B.C. by sex (Table A.5)
do not differ greatly from the estimates used arnS& Fargo (2004) for males but the female
parameter estimates show a larger estimaté faand a lower estimate fde. Examination of

the parameter estimates by major DFO region shgstematic differences between the sexes,
with females having consistently greater estimfded | and lower estimates fde than for

males (Table A.5; Figure A.6). The differencesha L parameter are not large across the three

areas except for 3CD where this parameter is gigmdrly estimated. However, there is an
increasing trend in the magnitude of thparameter with a corresponding drop in the
L., parameter as the areas become more northern,heiflbowestL  parameter and the highest

k parameter estimates being estimated by the to@lodel. Given the uncertainty in these
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estimates and the relatively small number of agepées, it is likely that there is little
justification for using separate parameter estisiéde growth in these three areas.

Table A.4. Distribution of available age-lengthrpdor Petrale sole by year, sex and combined niaieO areas.

Malds Femaﬁs
Year 3CD 4B 5AB 5CD 5E Total 3CD 4B 5AB 5CD 5E Tot
1990 14 11 18 43 36 39 19 D4
1991 24 12 36 71 19 90
1992 28 5 33 23 19 42
1993 20 17 19 18 74 28 39 17 19 103
1994 7 39 46 31 7 38
1995 33 51 22 106 23 7 19 19
1997 31 31 18 18
1998 16 16 19 19
1999 7 1 18 18
2000 63 17 80 123 21 144
2001 49 12 4 6p 39 26 29 D4
2002 100 100 189 189
Total 157 0 190 211 79 637 230 0 168 393 107 898

Table A.5. Von-Bertalanffy parameter estimatesHetrale sole by sex and major combined area (38B,and
5CD) and for all areas combined (including 5E)! aMailable age-length pairs were used, regardiédsta
origin. Also shown are the estimates used in f@82assessment for total B.C. Petrale sole (St&a&o

2004).
Males Females
Area Parameter N Estimate SE LB UB N Estimate SE LB UBH
3CD L, 157 517 65 389 644 230 783 120 547 1020
k 0.074 0.039 -0.002 0.1%0 0.045 0.018 0.009 0{081
t -11.1 49 -20.6 -1.6 -11.0 3.2 -17.3 -4.7
5AB L, 190 484 12 460 507 168 618 26 567 669
k 0.117 0.023 0.072 0.163 0.098 0.019 0.060 0}[135
t -6.8 20 -10.7 -2.9 -4.5 1.4 7.4 -1.7
5CD L, 211 498 15 470 527 393 582 16 551 614
k 0.183 0.020 0.143 0.223 0.164 0.016 0.132 0[196
t -1.0 0.3 -1.7 -0.4 -1.1 0.3 -1.7 -0.5
Total L, 637 458 3 451 465 898 563 6 551 876
k 0.239 0.011 0.218 0.260 0.172 0.009 0.155 0{189
ty -0.6 0.2 -1.0 -0.8 -1.2 0.2 -1.6 -0.8
Previous L. 453 537
k 0.243 0.214
ty -0.6 -0.6

! Starr & Fargo (2004)
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Sex: male Major: Total Nobs: 637
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Figure A.4. Plot of the fit for age-length data foales in all areas combined (3CD5ABCDE). All itadale age-
length pairs were used in the analysis, regardiedata origin.
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Table A.6. Number of age samples by sex, samjignoryear and DFO major region for Petrale sole.

Males Females
3CD 5AB 5CD 5E 3CD 5AB 5CD 5E

Year Port Port Research Port Research Porf Port Port Research Port Research Port
1990 14 11 18 36 39 19
1991 24 12 71 19
1992 28 5 23 19
1993 20 17 19 1B 28 39 17 19
1994 7 39 31 7
1995 33 51 2P 23 7 19
1997 31 18
1998 16 19
1999 7 18
2000 63 17 123 21
2001 49 12 4 39 26 29
2002 100 189
Total 157 183 7 36 175 719 230 150 18 55 338 107

The research and port sampling age data were f#pdrately to see if there were differences in
the estimated growth parameters between sample®iag for Petrale sole. Unfortunately the
availability of data is unbalanced between the dartypes, with the research samples only
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available from major areas 5AB and 5CD while themeage samples available from 3CD and
5E from the port samples, as well as from 5AB a@®%Table A.6). Models were fitted to the
available data twice, once using all the data ibl@#.6 and other time fitting only data from

5AB and 5CD. Neither fit showed what appearedeaignificant strong differences between the
data from each sample origin (Figure A.7), althoagly the parameters estimated from the fit to
the 5ABCD data are presented. Therefore, the grovadel used in the Petrale sole stock
assessment has been based on data from both samgpie which is fortunate given the scarcity
of useable age-length pairs.

Parameters for the combined sex model selectags®m the Petrale sole stock assessment are
presented in Table A.7. A combined sex stock assest model was used because of the
consistent high proportion of male Petrale soltnenlandings (Figure A.8). This is in contrast to
the skewed sex ratios observed for Petrale soleaukdsole (refs.). There also appears to be no
trend in the proportion of males over the 40-yeaiqul, with the proportion male being highly
variable around an average of approximately 50%esiay number and 35% males by weight for
the full time series. No attempt was made to wligtish between males and females in the
landings or the growth model for the Petrale sotaltB.C. stock assessment. Also, it can be
seen that the growth model presented in Table ifs THe observed weight at age data well
(Figure A.9).
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Figure A.7. Comparison of growth model paramesgtingates based separately on port and researcHisgrdata.
Data have been restricted to DFO areas 5AB and 5CD.
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Figure A.8. Time series of the proportion of m@kgtrale sole from the total B.C. sampling datady@e origin,
expressed in terms of sample numbers or samplehtveidhe long-term average proportion males froen th
port sampling data is 0.47 by number and 0.35 hight€shown as horizontal dashed lines).
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Figure A.9. Walford plot for Petrale sole using tfTotal” growth parameters in Table A.5. Alsoféal are the
‘observed’W, andW,,, for port sampling derived by converting the meamgth at age (Table A.3) to weight

a+l

at age using a length-weight conversion model.
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Table A.7. Growth and length-weight parametemestés selected for the Petrale sole stock assetdhae
combined model was estimated using the indicatedat® and fitting the length-weight model or ten-
Bertalanffy model to the interpolated mean weigtttiength or the mean lengths at age, assumingd equa
weight at each length or age.

Parameter Male Femals Combined
B 3.08 3.22 3.18
a 6.68E-06 3.11E-06 3.93E-06
L, 458 563 510
k 0.24 0.17 0.20
t, -0.64 -1.17 -1.02
Sex ratio 0.5 0.p

Petrale sole biological information

The sample age distributions by year and sex tat 81C. Petrale sole from port samples are
presented in Figure A.10. The data are spars¢hendumber of available samples is low (Table
A.8). There are additional data available froneeegsh samples from the early 2000s, but these
data were not used in the stock assessment moaelpteto calculate the growth model) because
they are not representative of the landings. The/th model appears to be reasonably well
specified because when the age distribution inftiondrom port samples is converted into the
implied mean weight using the growth model presgiieTable A.7 and length-weight
conversion parameters from Table A.3, the resultiegn weights match well with the mean
weights calculated directly from the sampled lesdffigure A.11).
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Figure A.10. Relative proportion of each age cta#dBetrale sole by sex and fishing year. Vertamiimns sum to
one from age 4 to age 40, which are the minimumraagimum ages in the data set. Only port sampded a
have been used in this plot.
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Figure A.11. Mean weight (g) for port sampled Petswle from total B.C. calculated under two asstioms:
a) converting the sample age distribution intoithplied mean weight by using the predicted mean
length at age based on the Von-Bertalanffy growtldeh (Table A.7) and the length-weight parameters;
b) converting all sampled lengths to weight usimg parameters from Table A.3. Only fishing years
where there were both age and length port sampdegrasented.

Table A.8. Number of age-length observations amilrer samples available by sample type and fisyérag for
Petrale sole in all B.C.

Fishing Maless Femalgs Number samples
Year Port Research Port Research Port Research
89/90 18 19 1
90/91 49 146 4
91/92 40 42 2
92/93 25 47 2
93/94 61 106 4
94/95 123 37 3
95/96 22 19 1
96/97 31 18 1
97/98 16 19 1
99/00 17 T 21 18 1 12
00/01 53 63 68 123 3 38
01/02 17 26 10
02/03 10( 189 39
Total 455 182 542 356 23 99
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Figure A.12. Box plots of the distribution of ssdits (minimum, P[1%], P[5%], median and mean tesg
[mm]) derived from all samples within an origin &yfor total B.C. Petrale sole.

Distributions of sample statistics for total B.&tRle sole derived from samples from different
origins show that the port sample data are gendealjer and have less variability than the
research samples, regardless of the statistic (&i§Ll2). The at-sea samples seem to be similar
to the port samples in these statistics (Figur@A.hut they were not used in the stock
assessment model because most of these samptaxdackas being random samples from the
total catch and thus were not considered to beesgptative of the landings.

When the distributions of the port sampled mearghitsiwere compared with model predicted
mean weight for unfished equilibrium recruited fisssuming M=0.2 (derived paramefer see
Appendix D for equation), the port sampled meargs are generally higher than the unfished
equilibrium mean weights for age=5, only slightldw that for age=6 and below the mean
weight for age=7 (Figure A.13). On this basis, Ggeas selected as a likely candidate age for
knife-edge recruitment to use in the delay-diffeeeassessment model. This assumption was
tested by also fitting models which used age="1Herage of knife-edge recruitment.

Annual mean weights were derived for input intotittal B.C. delay-difference stock assessment
model by calculating the mean length for each mBje® region (3CD, 5AB, 5CD and 5E) from
all the samples obtained in a fishing year. Anumhmean length was then calculated using
these region-specific mean lengths weighted byatimaial commercial catch from each of these
regions. The annual mean length was then convestadnean weight using the length-weight
parameters from Table A.3. Annual mean weightsvieluded in the stock assessment model
only when there were at least 4 samples availabla fishing year and at least two of the four
regions were represented. Only eleven of a pas8iblmean weight estimates (some years had
no samples at all) were consequently used in ek stssessment model (Figure A.14).
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Appendix B. P ETRALE SOLE GLM

Methods

A stepwise general linear model (GLM) regressiarcpdure was used to estimate an annual
series of the relative changes in Petrale soleddnuoe over time. The regression was based on
the relationship between CPUE for Petrale soleaaadlable predictive factors. The data were
derived from the DF®acHarvestTrawl andGFCatch commercial catch and effort databases.
This approach is commonly used to analyse fisheagsh and effort data and has been described
by various authors (e.g., Hilborn and Walters 193@inn and Deriso 1999).

Quinn and Deriso (1999; page 19) described a gklmeear model based on the lognormal
distribution:

Uy =Us[ [ R™e" Eq. B.1
i

whereU;j is an observed CPUB), is the reference CPUR;; is a factoi at levelj, andX;; takes
a value of 1 when thi¢h level of the factoPj; is present and O when it is not. The random

deviateg;, for observatiork is a normal random variable with 0 mean and stahdaviations.

Taking the logarithm of Eq. B.1 yields an additiveear regression model:

p n-l
INU;, =INU, + > > X InR, +¢,
i=L j=1

or Eq.B.2

p n-1
Yijk =f, +ZZﬁijxij &

i=1 j=1

In the second form of the modgi, is the intercept of the model afiglis the logged coefficient
of the factorj at leveli under consideration.

The model described by Eg. B.1 and Eq. B.2 is am@ameterised and constraints must be
imposed to allow estimation of model parameterscofmon solution is to create a reference
level by setting a factor coefficient to zero, aibpthe first. The remaining-1 coefficients of
each factor represent incremental effects relative to theregfee level.

The estimated factor coefficients are not uniquefficients obtained by fixing a factor level will
differ with the choice of reference level. Howeule relative differences among the estimated
coefficients will not be affected by the choicecohstraint. Following the suggestion of Francis
(1999), coefficients for factarwere transformed to “canonical” coefficients oaéilevelsj

_ n
calculated relative to their geometric meé&r= n/ |_| B; (including the level wherg=0), so that
1
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B, = G Eq.B.3
As the analysis is done in log space, this is eajant to:
b, =" Eq. B.4

The use of the canonical form allows the computatibstandard errors for every coefficient,
including the fixed coefficient (Francis 1999). dbrarily, the use of a fixed reference coefficient
sets the standard error for that coefficient tmzerd spreads the error associated with that
coefficient to the other coefficients in the vateab

A range of factorsRj;) are available in the data which may be used towt for variability in

the observed CPUE. These include factors sucheaddte of capture (usually year and month),
the vessel, and the depth and location of captlihe year of capture is usually given special
significance in these analyses as variations irestienated year coefficients are interpreted as
relative changes in the annual abundance. Théirgsaeries of ‘year’ or ‘fishing year’

canonical coefficients is termed the “Standardisaatiual CPUE indngj'] in this report.

A selection procedure (Vignaux 1993, Vignaux 19¢gncis 2001) was applied to determine the
relative importance of these factors in the modéehe prediction of CPUE. The procedure
involves a forward stepwise fitting algorithm whighnerates regression models iteratively,
starting with the simplest model (one dependentaredindependent variable) that progressively
adds terms to the model subject to a stoppingdesggned to include only the most important
factors.

The following general procedure was used to fitrtlaglels, given a data set with candidate
predictor variables:

1. Calculate a regression for each predictive faatariéble) against the natural log of CPUE
(kg/h).

2.  Generate the Akaike Information Criterion (AIC) (@ke 1974) and select the predictor
variable that has the lowest AIC. The AIC is ukgdmodel selection to account for
variables which may have equivalent explanatorygraw terms of residual deviance but
require fewer degrees of freedom for the modelr(€isa2001).

3. Repeat Steps 1 and 2, accumulating the numbetesfted predictor variables and
increasing the model degrees of freedom, untilrtbeease in residual deviance (as
measured by # for the final iteration is less than 0.01. Tledestion of 0.01 as the
threshold is arbitrary but adding factors whichlexpsmall amounts of the total variance
has little effect on the year coefficients and otteefficients of interest.

Other annual indices can be generated from thé @aid effort data used for the linear modelling
described above. The simplest estimate of meanau@PUE is given by:
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whereC,, denotes that catch arig], denotes the effort for each recdrih yearj. The series of
annual estimates is termed the “Arithmetic” CPU#ex in this report.

Another annual index is specified by

M
> In (CE:“‘]
k=1 ik
U =exp ————= Eq.B.6
J
M
whereU; is the annual geometric mean of the CPUE obsemnti The resulting annual index is

termed the “Unstandardised” CPUE index in this repAnnual estimates obtained using
Eq. B.6 are equivalent to the results obtained feoimear model where year is the only
predictive factor.

Like the scaling described for the standardiseéxnthe series specified by Eq. B.5 and Eq. B.6
can be scaled relative to their geometric mearkss i§ done to provide comparability with the
standardised index. Givernyears in each series, the geometric means ofithenatic and

unstandardised series are givenRy n/ |_| R, andU = n/ |_| U, , respectively. Thus, each
1 1

series can be scaled to the corresponding geonnetian as:

R = 1/ Eq. B.7
and

U =1 Eq.B.8

The procedures described by Eq. B.1, Eq. B.2 andEgare necessarily confined to the positive
catch observations in the data set as In(0) isfurete Observations with zero catch can be
handled in a number of ways:

1. Zero catch records are frequently dropped fromh&rrtonsideration, usually because they
are not accurately recorded. This is particulamg for catch records which are maintained
by fishermen who frequently discount small amowfitsatch as being inconsequential.

2. A small increment can be added to the zero catbrds so that In(0) can be calculated.
This is not a satisfactory solution because modedpeter estimates have been shown to
be sensitive to the value selected for the incremen
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3. Alinear regression model based on a binomialibigtion and using the presence/absence
of the fish species as the dependent variable eastimated using the same data set.
Explanatory factors are estimated in this mod¢hexmanner described in Eq. B.1 and
Eq. B.2. Such a model will provide another seoiestandardised coefficients of relative
annual changes that may be analogous to the sstiesated from the lognormal
regression, depending on whether the probabilifyre§ence/absence can be considered an
index of abundance. Such an approach should @lsbd for data sets where zero catch
records are known to have good reliability, whiemot the case for the long term series
presented here.

4. A combined model which integrates the two serielaftive annual changes estimated by
the lognormal and binomial models can be estimas#g the delta distribution which
allows zero and positive observations (Vignaux 3994

i)

where C; = combined index for year
L; = lognormal index for yeadr
Bi = binomial index for yeair
Po = proportion zero for base year O

C =

Eq. B.9

It is relatively straightforward to calculate stand errors for the indicds andB..

However, this is not the case for the combinedxrdebecause the standard errors of the
two sets of indices are likely be correlated beedhsy come from the same dataset.
Francis (2001) suggests that a bootstrap procaesltine appropriate way to estimate the
variability of the combined index.

Data sources

Trawl catch and effort data pertaining to Petrale sre available from two DFO databases:
GFCatch which covers the period from 1954 to December 1(®8%herford 1995) and
PacHarvestTrawl which covers the period from 1996 to the pres®wdta were obtained from
PacHarvestTrawl in July 2006 that included data to the end of M&006.

Catches

Total annual landings and discards for Petrale aegresented by major DFO region from
1979/80 to 2005/06 (Table B.1). Landings are gateerfrom dockside monitoring programmes
which have been in place since 1995. Prior toykat, landings are available from logbooks
maintained by fishermen which have been cross-atdaiwith landing slips issued by the
receiving processing plant. Discard estimatecansidered to be unreliable prior to 1996
because they were based on voluntary reportingem@nown to be incomplete. Discards since
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February 1996 are based on estimates made by epandent at-sea observer and are considered
more reliable than those obtained from logbooks

Table B.1. Total landed and discarded catcheRébrale sole in the combined GFCatch/PacHarvestTraw
databases, summarised by 1 April-31 March fishiay yor the major DFO reporting areas, combined as
indicated. Data from 1 April 1979 to 27 Decemb@93 are from the GFCatch database (Rutherford 1995)
Data from 16 February 1996 to 31 March 2006 ammfiiee PacHarvestTrawl database. The groundfish
fishery was closed from 28 December 1995 to 15aalr1996. These catches have been summarised
without data selection criteria.

DFO Major Region

Year Other’ 3CD 4B 5AB 5CD 5E Total
Landed Catches (t)

79/80 117.1 2.4 58.4 40.8 15 220.2
80/81 183.8 2.1 38.6 38.8 7.6 271.0
81/82 187.1 5.0 42.2 37.9 19.8 292.0
82/83 228.2 6.0 98.8 14.2 9.9 357.1
83/84 0.0 2175 5.8 128.7 34.8 26.6 413.3
84/85 327.6 7.7 75.8 24.7 33.0 468.8
85/86 162.0 1.7 85.8 21.0 36.4 306.8
86/87 220.9 2.7 111.1 35.3 30.6 400.6
87/88 335.2 0.5 177.1 102.0 21.2 636.0
88/89 567.6 3.8 1925 126.0 30.5 920.4
89/90 675.5 0.1 193.0 149.6 41.4 1,059.7
90/91 660.0 0.4 178.0 134.7 25.4 998.4
91/92 396.8 0.6 114.9 86.1 37.6 636.0
92/93 403.0 59 104.1 69.8 22.6 605.4
93/94 249.6 0.9 91.7 68.3 59.6 470.1
94/95 176.8 1.8 3135 43.4 53.1 588.5
95/96 0.5 239.9 0.2 213.8 39.9 37.5 531.8
96/97 14.4 261.6 0.6 70.0 26.8 11.5 385.0
97/98 34 202.9 0.9 76.0 24.4 20.4 328.0
98/99 35 235.3 15 69.2 18.6 30.8 359.0
99/00 3.0 181.9 1.0 116.7 43.5 34.6 380.8
00/01 5.9 233.7 0.8 103.6 48.9 67.8 460.7
01/02 6.6 254.2 0.2 171.1 34.6 13.7 480.4
02/03 3.3 246.8 0.8 149.4 53.2 8.8 462.4
03/04 3.2 251.3 0.9 182.3 45.7 13.3 496.7
04/05 3.9 332.9 0.7 177.5 46.7 29.1 591.0
05/06 4.5 357.1 0.3 179.8 47.7 38.9 628.2
Totaf 52.3 7,906.4 55.5 3,513.4 1,457.4 763.2 13,748.3
Discarded (1)

96/97 0.0 15.1 0.0 8.0 9.0 0.7 32.8
97/98 0.0 5.1 0.0 9.8 9.1 2.0 26.1
98/99 0.0 8.0 0.0 8.6 4.8 0.4 21.8
99/00 0.0 7.7 0.0 10.3 7.4 0.1 25.5
00/01 0.0 15.8 0.0 8.2 7.5 0.1 31.7
01/02 0.0 10.4 0.0 7.5 3.2 0.0 21.0
02/03 0.0 23.1 0.1 16.1 3.0 0.0 42.3
03/04 0.0 29.4 0.0 16.3 6.6 0.0 52.4
04/05 0.0 17.8 0.3 8.3 4.6 0.5 31.6
05/06 0.0 18.2 0.1 12.5 4.9 0.1 35.8
TotaP 0.0 150.6 0.5 105.5 60.2 4.2 321.0
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DFO Major Region

Year Other? 3CD 4B 5AB 5CD 5E Total
Sum(Landed + Discarded) (t)

96/97 14.4 276.7 0.6 78.0 35.8 12.2 417.8
97/98 3.4 208.0 0.9 85.8 33.5 22.4 354.1
98/99 3.5 243.3 15 77.8 23.4 31.2 380.8
99/00 3.0 189.6 1.0 127.0 50.9 34.7 406.3
00/01 5.9 2495 0.8 111.8 56.4 67.9 492.4
01/02 6.6 264.6 0.2 178.6 37.8 13.7 501.4
02/03 3.3 269.9 0.9 165.5 56.2 8.8 504.7
03/04 3.2 280.7 0.9 198.6 52.3 13.3 549.1
04/05 3.9 350.7 1.0 185.8 51.3 29.6 622.6
05/06 4.5 375.3 0.4 192.3 52.6 39.0 664.0
TotaP 52.3 8,057.0 56.0 3,618.9 1,517.6 767.4 14,069.3

Tincludes catches in unknown areas and areas eutfi@anadian waters
201 April 1979 to 31 March 2006
401 April 1996 to 31 March 2006

Long-term model: GFCatch and PacHarvestTrawl Data  (1966/67—2005/06)

This analysis explored most of the period for whielch/effort data were available (from 1 April
1966 to 31 March 2006), using data from both th€&Eh and PacHarvestTrawl databases
(Table B.2). Data earlier than 1 April 1966 wexeladed because previous analyses had
indicated that these data appear to be less rel(&bhrr et al. 2006). The analysis was based on
landed catch estimates because discard data priloe testablishment of the on-board observer
programme are considered to be extremely unreliabhe fishing events archived in the
database reflect the aggregated grouping indivigleia prior to 1991 (Rutherford 1995). Also, a
limited number of data fields have been collectedlststently throughout the 1966 to 2006
period. These include the DFO “locality” (Ruthedd 995) for the aggregated fishing event, the
mean depth of the aggregated sets, and the dataatss with the aggregated fishing event.
This data may possibly be the landing date fotttipe Data prior to 1991 are only available at
this aggregated level of trip, DFO locality and melepth. Data from 1991 onwards are
available on a tow-by-tow basis. The post-1990-bywiow data have been stratified to the pre-
1991 level of stratification for comparability, vahi has the effect of reducing the resolution of
the spatial and temporal data for the later damwell, a small number possible “duplicate”
observations, where the same trip fished in theedacality and depth, were dropped from the
analysis (230 records from over 31,000 recordsl9&t records, including records with no
reported Petrale sole landings).

Table B.2. Data criteria used to select recoromfthe GFCatch and PacHarvestTrawl databases.

Tow start date from 1 April 1966 and 31 March 2006

Bottom trawl type

Fished in one of the following DFO Major region€,3D, 5A, 5B, 5C, or 5D

Fishing success code <=1 (code 0= unknown; codeséable)

Catch of at least one fish or invertebrate speciesvater hauls)

Valid depth field

Valid estimate of time towed that was greater thdmours

Five predictive factors (Table B.3) were availatoleincorporation into the models, using the
selection procedure listed in Table B.2. The pryrexplanatory variables are year and month of
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catch, DFO locality and 30 m depth band (Table BI¥)e DFO major area (3C to 5D,

depending on the model) was also added in case Wes additional explanatory power from this
category. Vessel was not used as an explanatoibl@because it seemed unlikely that vessels
would behave consistently over such a long peribaere is also uncertainty that vessel codes
have been applied consistently over such a loniggheiThe effort variable used in these analyses
was the number of hours fished.

Table B.3. List of predictive factors available fong-term analyses from the GFCatch and PacH#rkas|
databases.

Fishing year (1 April-31 March)

Month

DFO locality (Rutherford 1995)

Depth aggregated into 50 m depth bands

DFO Major region (3C, 3D, 5A, 5B, 5C, 5D or 5E)

Combined Areas 3C, 3D, 5A, 5B, 5C, 5D: Long-term st andardised GLM (1966/67 to
2005/06):

Data from thePacHarvestTrawl database were used to define the preferred degitibdition for
Petrale sole in combined areas 3CD5ABCD, basedl (wotom trawl records which recorded
the capture of Petrale sole. The depth distriloutibthis data set ranged from about 20 m to a
few observations deeper than 900 m, but with langgrity of observations between 50 and
500 m (Figure B.1). The GLM model for 3SCD5ABCD dsal valid tows occurring between 50
and 500 m aggregated into 50 m bins.
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Figure B.1. Depth distribution of tows with repedtPetrale sole catch in DFO combined regions BC 53, 5B,
5C, 5D from 1996/97 to 2005/06 in 25 m intervat&ach bin interval is labelled with the upper bowfithe
interval. Vertical lines: 1%=55 m; 99%=494 m.

The available explanatory variables used in thdyaizaare described in Table B.3. The data
gualifications (Table B.2) included restricting tthepth observations to between 50 and 500 m.
DFO locality (56 categories) and 50m depth bancat@gories) explained the most deviance.
There appears to be little seasonality in the datanonth only explained slightly more than 1%
of the deviance. The total explained deviancehis model was 27% (Table B.4).

Table B.4: Order of acceptance of variables ine01866/67—2005/06 3CD5ABCD west coast BC modebsftive
landed catches of Petrale sole with the amountpiaéned deviance @ for each additional model variable.
Variables accepted into the model are marked with aYear was forced as the first variable.

Variable 1 2 3 4 5

Year* 0.045

DFO locality* 0.155 0.206

Depth bands* 0.108 0.156 0.260

Month* 0.019 0.071 0.216 0.271

DFO major area 0.102 0.148 0.214 0.266 0.278

Improvement in deviance 0.000 0.161 0.054 0.011 0.007
100 A

Scaled CPUE Indices (kg/h)

0_
rrrtrgrrrJprrrrrJrrrJrrrflrrrrrf1rr 1 11t 1 11 1 T T 1 T T
66/67 72/73 78179 84/85 90/91 96/97 02/03
69/70 75176 81/82 87/88 93/94 99/00 05/06
Fishing year
Standardised — = Arithmetic ~ --=------ Unstandardised

Standardised index error bars=+/-1.96*SE

Figure B.2. Three annual series based on CPUlsem(landed catch per hour) for 3CD5ABCD landetafe
sole catches from 1966/67 to 2005/06. The safiel i a standardised analysis correcting for yeeath,
DFO locality, depth band category, and month (EQ)BThe other two series correspond to annuatésd
calculated using Eqg. B.5 and Eq. B.6 respectively.
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Figure B.3. Plots of the coefficients for the catecal e
analysis presented in Figure B.2.
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Table B.5. Arithmetic and standardised CPUE ingligey/h) with standard errors and upper and loveemnds of the
standardised index for the total west coast BC mofdeon-zero catches of Petrale sole. The statiskad
series has been scaled to the geometric mean afithenetic series.

Yeal Arithmetic Standardise Lower bount Upper boun  Standard errc
66/67 64.1 72.€ 64.1 82.t 0.064:
67/6¢ 62.1 76.C 66.2 87.2 0.070¢
68/6¢ 58.¢ 75.2 64.t 87.¢ 0.078¢
69/7( 27.2 38.¢ 33.4 45.C 0.0757
70/71 29.2 36.¢ 31.€ 43.1 0.078¢
7172 67.7 59.C 51.1 68.2 0.074:
72/7: 68.€ 69.¢ 60.5 80.¢ 0.074(
73/7¢ 87.€ 79.4 65.4 96.t 0.099:
74[7¢ 100.t 78.C 65.1 93.t 0.092¢
75/7¢€ 53.7 55.¢ 48.2 64.t 0.074:
76177 31.2 42.€ 36.7 49.2 0.075(
T717¢ 27.2 38.t 33.7 43.¢ 0.067¢
78/7¢ 22.1 33.C 28.2 38.4 0.078:
79/8( 19.2 25.€ 22.t 29.2 0.065¢
80/81 21.¢ 29.2 26.C 33.1 0.061¢
81/8: 24.C 29.t 25.¢ 33.7 0.067¢
82/8: 30.7 28.€ 25.C 32.7 0.068t¢
83/8¢ 33.2 36.7 31.7 42.4 0.073:
84/8t 24.F 25.t 22.4 29.1 0.065¢
85/8¢ 16.1 22.C 19.C 25.t 0.074(
86/8 25.C 33.€ 29.t 38.4 0.067¢
87/8¢ 30.7 40.4 36.2 45.1 0.056:
88/8¢ 452 43.7 39.1 48.¢ 0.057¢
89/9( 51.€ 44.2 39.t 49.F 0.057¢
90/91 49.1 41.2 37.C 45.¢ 0.054:
91/92 33.¢ 30.4 27.¢ 33.2 0.044¢
92/9: 38.¢ 34.C 31.€ 36.5 0.036:
93/9¢ 27.2 30.1 28.1 32.2 0.034¢
94/9¢t 29.t 21.1 19.€ 22.t 0.032:
95/9¢ 28.2 25.4 23.¢ 27.1 0.032¢
96/97 20.€ 15.1 14.2 15.¢ 0.028t
97/9¢ 22.¢ 17.C 16.C 18.C 0.030¢
98/9¢ 25.1 15.€ 14.3 16.7 0.031¢
99/0( 22.2 17.C 16.1 18.1 0.0297
00/01 25.7 20.1 18.¢ 21.2 0.029:
01/02 29.2 21.4 20.2 22.1 0.028¢
02/0z 28.4 24.¢ 23.4 26.2 0.028¢
03/04 30.€ 29.2 27.1 31.C 0.028"
04/0¢t 38.€ 29.€ 28.C 31.2 0.028:
05/0¢ 35.¢ 29.t 27.¢ 31.z 0.028:

The standardised series shows fluctuations inatee1l960s (which may be an artefact of the
data), followed by a period of decline from mid-097%o the end of the decade (Figure B.2; Table
B.5). Following this period, the series is vare@ablround an apparent mean over the 1980s, or
even possibly rising, but then starts to declingragp the mid-1990s, which is the start of a
changed management regime and full observer cos€¢Fagure B.2). The series then shows an
increasing trend up to the present. The arithm@BUE (Eq. B.5) series shows similar trends to
the standardised index with more variability anelager extremes. The recovery since the mid-
1990s as shown by the arithmetic series appedrs tuicker and perhaps stronger than the
recovery shown by the standardised (Eq. B.3) asttmdardised series (Eq. B.6; Figure B.2). A
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plot of the explanatory locality coefficients shosteong peaks associated with Fingers
(index=118), South Estevan (index=140), Esperarazd hdex=147) and “outside Cape St.
James” (index=203; Figure B.3). These are allsavdach are known to have high Petrale sole
catch rates. The depth bin coefficients peak #Wieh350-400 m bin, with very low predicted
catch rates below 300 m. This is consistent vathorts that Petrale sole are reported caught in
the summer as bycatch to other fisheries whilehcattes increase in the winter when the fish are
aggregated in deeper water to spawn. The mongdificients confirm this pattern with an
increasing trend in catch rate which peaks in Januslodel residuals show some deviations
from the log-normal assumption at the lower taithedf distribution (Figure B.4).

Investigations into the effect of interactions in t he 3CD5ABCD long-term CPUE
analysis:

Interaction effects were investigated for the 3CB&D long-term model through two additional
models. One model discarded the DFO locality mf@tion and relied on the month and depth
explanatory variables along with an added monthXudegeraction term to account for a known
pattern in the Petrale sole fishery where vesselgeno deeper water in the winter to capture
spawning or mature fish. This model had less exgitary power than the base model, with only
24% of the deviance explained compared to 27%@hbase model (Table B.6). However, the
resulting year indices are virtually identical betbase model, indicating that most of the shift in
the base model from the arithmetic series may leetalthe month and depth variables (Figure
B.5). A second model begins with the fit presente@able B.4 by offering the base model two
additional interaction terms (DFOLocalityXdepth avdnthXDepth) after the base model had
been fit. This model explained an additional 9%le¥iance, raising the overall deviance
explained to 36% from 27% (Table B.7). Howevereagain, the year indices estimated by this
model differ very little from the year indices fraime base model (Figure B.5).

Table B.6: Order of acceptance of variables in®1866/67—-2005/06 combined areas 3CD5ABCD model of
positive landed catches of Petrale sole with thewarhof explained deviance {Ror each additional model
variable. The model was restricted to the depthraadth primary variables followed by offering thedel a
single depthXmonth interaction term after the twionary variables had been accepted. Year wasdase
the first variable.

Variable 1 2 3 4
Year* 0.043

Depth bands* 0.103 0.150

Month* 0.021 0.071 0.162

MonthXDepth* 0.235
Improvement in deviance 0.000 0.107 0.012 0.073

Interactions with the year variable were not disectvestigated because it is not clear how to
interpret such effects. If there is such an irdéoa, then the appropriate interpretation is that
each of area should be analysed and assessednadeetly. However, such an analysis is not
always useful or feasible when the assessmenpiscexd to provide management advice for
large areas of the coast or given the availallitguxiliary data. Accordingly, it was assumed
that, for the purposes of this assessment, thatdaeindices calculated from the base model
provided useable estimates of abundance trend?efoale sole in the combined regions of
3CD5ABCD from 1966/67 to 2005/06.
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Table B.7: Order of acceptance of variables ine01866/67—2005/06 3CD5ABCD model of positive landatthes
of Petrale sole with the amount of explained deséafi¥) for each additional model variable. The model was
then offered two interaction terms after all thevary variables had been accepted. Year was fasdbe
first variable.

Variable 1 2 3 4 5 6
Year 0.045
DFO locality 0.155 0.206
Depth bands 0.108 0.156  0.260
Month 0.019 0.071 0.216 0.271
MonthXDepth 0.319
DepthXLocality 0.316 0.356
Improvement in deviance 0.000 0.161 0.054 0.011 0.048 37.0
N e i P

—0——66/67-05/06 (3 variables)

- - % - -66/67-05/06 (mthXdep)

65/66-05/06 (3 variables+2 interacts)

40 - o

Relative Index
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Figure B.5. Plots of year indices for three stadid&d models: a) base model with 4 explanatoriakées (Table
B.4); b) model with year, month, depth, and montbptth variables only (Table B.6); c) base model with
additional interaction terms (Table B.7). Eachiesehas been normalised relative to its mean.

Suggestions from fishing industry representatives f or improving the Petrale sole
CPUE analysis:

In December 2006, Ron Gorman and Brian Mose, beit woast trawl skippers of considerable
experience and at the request of the Canadian @fishrand Conservation Society (CGRCYS),
provided a set of rules that characterised thealResole fisheries on the west coast of Vancouver
Island (Areas 3C and 3D) and the Queen Charlottm&¢Areas 5A and 5B; Table B.8). These
rules were used to select data to be incorporatedan alternative long-term standardised CPUE
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analysis which could be compared to the originalysis based on a more complete data set
(Table B.4). These selection rules are based@pliservations that Petrale sole tend to be
dispersed in shallower depths during the summeitinsand thus are captured as a bycatch in
tows targeted at other species. On the other hhark is a winter fishery targeted at Petrale sole
which tend to be concentrated to spawn in deepere mutside areas. Most of this winter fishery
is confined to the west coast of Vancouver Islaachbise the best outside, deeper areas of Queen

Latitude (9

54

Charlotte Sound have been closed to fishing intinéer for most years to protect spawning
Pacific ocean perch (B. Mosgers. comm.). By way of illustration, Figure B.6 provides the
mean catch rates for Petrale sole from a recemt(26a4), arranged in approximately 60%m

grids. The left panel corresponds to the JanuagreMcatches, recorded by on-board observers,

with high catch rates concentrated on the outee @fighe shelf, primarily off the west coast of
Vancouver Island, but also with some areas of bagbh rates at the southern tip of Moresby
Island and in Dixon Entrance (Figure B.6). Théatiganel, corresponding to July—September,

shows that the areas of high catch rates have ntovbe inside areas of Queen Charlotte Sound,

Hecate St. and on the shelf off WCVI (Figure B.6).

Table B.8. List of characteristics used to deffsdrale sole fisheries on the west coast of Catmdelect data for
standardised CPUE analyses.

CGRCS selection rules Wide analysis selection rulépage
B.42)

Most representative areas 3CD & 5AB 3CD & 5AB & 5CD
Representative depth 3CD: 310-390 m 3CD5ABCD: 50-500 m
range (170-210 fathoms)

5AB: 80-120 m

(45-65 fathoms)
Representative season 3CD: Nov.—Apr. 3CD5ABCD: April-March

5AB: May—Oct.

50

Petrale sole

Petrale sole

54~

Latitude (9
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49

-134 -132 -130

I Wit P P P P LA
-128 -126 124 -134 -132 -130 -128 126 124
Longitude (9 Longitude (9

48



CPUE (kg/h)

Figure B.6. Plots of Petrale sole catch rateshkipr two periods of three months, summarised grtds of
0.10° longitude by 0.075° latitude. [left panelpdary—March, 2004; [right panel] July—September,
2004

Analyses were performed separately on 3CD and 5&tBale sole using the “CGRCS selection
rules” (Table B.8), which were then compared todfaivalent analyses based on a larger and
more complete data set confined to the same regisingg the “wide analysis selection rules”
presented in Table B.8 and which are equivalettiecanalysis presented in Table B.4 and Table
B.5. Note that the analyses for these smallepreg{3CD and 5AB) are not presented in detalil
because they were not subsequently used in thie agsessment. The 3CD analyses differ
substantially when compared in terms of the absdRUE: the trajectory based on the “CGRCS
selection rules” lies well above the “wide analysikes” and appears considerably more
optimistic in terms of the recent rebuild (Figur@Beft panel]). However, the difference
between the two series is less pronounced whenafeegormalised against the same period,
although the degree of recent rebuild is stillsgy@r for the trajectory based on the “CGRCS
selection rules” (Figure B.8 [right panel]). Natiso that the trajectory based on the “GGRCS
selection rules” only begins in 1989/90 becauseetihas virtually no fishing at the preferred
depths, particularly in winter, before that year.

There is less difference originating from the sedeccriteria for the two series using data from
the combined region 5AB: the series based on tli&RCS selection rules” lies almost on top of
the “wide analysis selection rules”, regardlesa/béther each series is treated in terms of kg/h or
as a relative index (Figure B.9). This indicatest there was little difference caused by the two
sets of data selection criteria with the excepti@t the series based on the “CGRCS selection
rules” appears to recover more quickly in the fiwad years of the series compared to the “wide
analysis selection rules”.
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Figure B.8. 3CD Petrale sole CPUE for the peri®@6167 to 2005/06 using the two sets of data selettules”
described in Table B.8. [left panel]: CPUE plotgedkg/h; [right panel]: CPUE plotted as an indelative to
the average 1989/90-2005/06 CPUE.

The different behaviour observed between the 3QDtla@ 5AB series raises the spectre of
areaXyear interaction effects that require sepassessments for each area. Unfortunately, the
fact that the 3CD series only effectively begind @89/90 means that there is a strongly
unbalanced data set, with the longer term seriBsrepresenting the shallower summer bycatch
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90 -

fishery (in 5AB) while the deeper more targetetidis/ (in 3CD) has a shorter series. The 5E
fishery was also not analysed as this fishery béggan than the 3CD fishery and thus the amount
of catch and effort data from that fishery is eless than for the other fisheries. And it would be
difficult to combine separate assessments bas¢laedBICD series and 5AB series, given the

different lengths of these series.
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Figure B.9. 5AB Petrale sole CPUE for the perio86/87 to 2005/06 using the two sets of data selectules”
described in Table B.8. [left panel]: CPUE ploteedkg/h; [right panel]: CPUE plotted as an indelative to
the average CPUE 1966/67—-2005/06 CPUE.
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Figure B.10. Comparison of three CPUE series ugingCGRCS selection rules” (Table B.8) with tlwrhined
3CD5ABCD series based on the “Wide analysis s@lactiles” (Table B.8 and page B.42). Each seses i
plotted as an index relative to the average 1982005/06 CPUE.
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As there appears to be no satisfactory solution which does not involve substantial assumptions, it
was decided to continue the practice of lumping data to provide a single series from which a
model representing the entire coast-wide fishery can be constructed. The reasoning behind this
decision is as follows:

o The pattern of movement between a shallow summer bycatch fishery and a deeper
spawning fishery is indicative of within year movement and fairly widely ranging stock. It
is probably incorrect to treat these areas as separate stocks and it would be difficult, given
the small amount of available data, to model this aspect of the biology of Petrale sole;

o The standardisation procedure should be able to adjust for some of the area/seasonal/depth
effects. The consistency between the series based on separate sets of “rules” is indicative
of this effect. Figure B.9 shows that there is considerable overlap between series based on
separate “rules”, with the major divergence being in the most recent few years;

o The main difference between the trajectories based on separate selection criteria lies in the
behaviour of the series in the last 2 to 3 years. The sensitivity of the stock assessment
model to these different trajectories can be investigated by evaluating models based on each
trajectory independently.

Combined Areas 3C, 3D, 5A, 5B, 5C, 5D: Long-term standardised GLM (1966/67 to
2005/06) based on the CGRCS selection rules:

A GLM model for 3SCD5ABCD was fitted using the “CGRCS selection rules” presented in Table
B.8. This model is presented as an alternative interpretation of the catch/effort data pertaining to
Petrale sole in contrast to the analysis based on the “wide selection rules” (Table B.8), described
beginning on page B.42. Note that the “CGRCS selection rules” greatly reduced the amount of
data available for analysis, with the total number of observations used in the analysis dropping
from about 44,700 to around 11,900.

The available explanatory variables used in this analysis are the same as those described in Table
B.3. Depth and seasonal data were restricted differently, depending on the area of catch: the 3CD
data were confined to the depth range 310 to 390 m and to the months of November to April; the
5ABCD data were confined to the depth range 80 to 120 m and the months of May to October.
Depth was treated as single explanatory variable binned into 10 m depth intervals, resulting in 12
depth bins. DFO major area was not offered to the model. DFO locality (22 categories) and
month (12 categories) explained the most deviance, with DFO locality accounting for 31% of the
deviance on its own (Table B.9). Depth was forced into the regression although it did not satisfy
the 1% deviance requirement. This was done to provide comparability with the model based on
the “wide analysis selection rules”. The total explained deviance for this model was 40%, which
is greater than the model presented in Table B.4.
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Table B.9: Order of acceptance of variables into the 1966/67—-2005/06 3CD5ABCD west coast BC model of positive
landed catches of Petrale sole using the “CGRCS selection rules” (Table B.8) with the amount of explained
deviance (R?) for each additional model variable. Variables accepted into the model are marked with an *.
Year was forced as the first variable.

Variable 1 2 3 4 5
Year* 0.050
DFO locality* 0.301 0.356
Month* 0.268 0.323 0.397
Depth bands* 0.234 0.289 0.364 0.402
Improvement in deviance 0.000 0.307 0.041 0.005 0.000
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Figure B.10. Three annual series based on CPUE analyses (landed catch per hour) for SCD5ABCD landed Petrale
sole catches from 1966/67 to 2005/06, using the “CGRCS selection rules” (Table B.8). The solid line is a
standardised analysis correcting for year of catch, DFO locality, depth band category, and month (Eq. B.2).
The other two series correspond to annual indices calculated using Eq. B.5 and Eq. B.6 respectively.
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Figure B.12. Plots of the coefficients for theegairical explanatory variables included in the deadised GLM
analysis presented in Figure B.11.
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Figure B.13. Standardised (Pearson) residualthéoGLM analysis presented in Figure B.11. Theidet
horizontal and vertical lines represent tffeafid 98' percentiles of the theoretical and observed distions.
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This standardised series shows considerable untgr(as evidenced by the wide error bars) in
the early part of the time series, becoming soméVelsa variable around the middle of the 1970s
(Figure B.11; Table B.10). Following this peridde series resembles the series based on a
wider selection of data, where the series risesritwde in the late 1980s, then to a minimum in
the early to mid-1990s and from there a steady(aempare Figure B.2 with Figure B.11). Both
the arithmetic CPUE (Eg. B.5) and the unstandaddidUE (Eq. B.6) series show large
deviations from the standardised index beginningifthe late 1980s, indicating that the
unstandardised catch rates are very high in tleetsel data and that the standardisation
procedure has had a considerable influence irathasysis. A plot of the explanatory locality
coefficients shows strong peaks associated witlqtiat Canyon (index=139), South Estevan
(index=140), Quatsino Sound (index=166) and Southil (index=221; Figure B.12). Among
these four localities, only South Estevan stoodimthe previous analysis (Figure B.3).
However, the three other localities listed as hgvalatively large coefficients in this analysis
also had above average coefficients in the prevamadysis. For instance, Clayquot Canyon was
the highest of these, having a value of 2.3 inpifexious analysis (Figure B.3). The monthly
coefficients showed a peak in January as in theique analysis, although there is considerable
uncertainty in the winter estimates of these cogfffits. The depth coefficients show little
contrast and the four shallow coefficients havgdagrror bars (Figure B.12). This is consistent
with low explanatory power for this variable. Maddesiduals are similar to those presented for
the previous analysis, which both show deviatisomfthe log-normal assumption at the lower
tail of the distribution (Figure B.13). An altetnee analysis was run which dropped the depth
explanatory variable to see if this variable wasstag any substantive changes to the estimated
year coefficients. However, the resulting yearfitcoents were virtually unchanged compared to
the original analysis (Figure B.14).

Table B.10. Arithmetic and standardised CPUE iesligkg/h) with standard errors and upper and Ideends of
the standardised index for the total west coasti®@el of non-zero catches of Petrale sole, usiag th
“CGRCS selection rules” (Table B.8; Figure B.1The standardised series has been scaled to thestigom
mean of the arithmetic series.

Yeal Arithmetic Standardise Lower bount Upper boun  Standard errc
66/67 107.¢ 130.2 106.t 159.c 0.1027
67/6¢ 98.€ 108.¢ 87.¢ 134t 0.108¢
68/6¢ 70.C 107.c 85.1 135.2 0.118¢
69/7( 18.5 36.2 28.F 46.1 0.122¢
70/71 19.7 32.4 23.7 44 0.160:
717 30.¢ 39.1 29.2 52.z 0.148¢
7217 29.¢ 55.t 42.C 73.2 0.141¢
73174 42.4 76.5 55.€ 105.c 0.163(
T4/7¢ 36.4 71.€ 52.¢ 96.¢ 0.154¢
75/7¢ 27.2 47.C 37.1 59.t 0.120¢
7617 20.€ 39.¢ 31.7 49.€ 0.114:
T717¢ 11.¢ 26.¢ 22.C 33.1 0.104¢
78/7¢ 147 27.5 21.€ 35.C 0.122¢
79/8( 14.4 19.5 15.¢ 23.F 0.099:
80/81 19.4 27.€ 22.¢ 33.4 0.097:
81/8: 22.4 31.C 25.F 37.€ 0.099:
82/8: 19.7 23.¢ 19.2 29.4 0.108(
83/8¢ 19.5 30.4 24.4 38.C 0.113¢
84/8t 24.2 17.C 13.t 21.4 0.117(
85/8¢ 17.7 22.4 17.2 29.5 0.136¢
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Yeal Arithmetic Standardise Lower bount Upper boun  Standard errc

86/81 31.1 35.7 28.2 45.2 0.120¢
87/8¢ 37.C 447 37.C 53.€ 0.092¢
88/8¢ 36.C 50.C 40.5 61.€ 0.107<
89/9( 95.t 46.7 38.¢ 57.C 0.101¢
90/91 60.7 39.c 33.2 46.5 0.086:
91/9z 51.c 26.€ 23.7 30.4 0.063¢
92/9: 61.1 27.4 24 .4 30.7 0.058¢
93/9¢ 37.C 25.€ 22.7 28.¢ 0.061¢
94/9t 25.2 16.€ 14.7 19.C 0.065:
95/9¢ 25.7 20.7 18.: 23.% 0.061¢
96/97% 46.€ 17.2 15.7 18.¢€ 0.048(
97/9¢ 42.5 19.¢ 17.€ 21.¢ 0.050¢
98/9¢ 59.: 23.4 21.2 26.C 0.051¢
99/0C 37.€ 22.¢ 20.¢ 25.C 0.046¢
00/01 39.7 25.C 22.7 27.4 0.048:
01/0z 47.C 28.4 25.¢ 31.2 0.048¢
02/0z 38.¢ 29.2 26.7 31.¢ 0.046(
03/0¢ 40.¢ 36.C 32.€ 39.4 0.045¢
04/0t 50.7 39.C 35.¢ 42.7 0.045¢
05/0¢ 57.2 41.1 37.7 44.¢C 0.044¢
Petrale sole
5 .
9
4 4 QQ

Relative CPUE

0+

1965 1970 1975 1980 1985 1990 1995 2000 2005

Fishing Year
—<&—Wider analysis: 3CD5ABCD === ©===CGRCS_3CD5ABCD 4 CGRCS_3CD5ABCD_no depth

Figure B.14. Comparison of two CPUE series udimg*CGRCS rules” (Table B.8 and Figure B.11) whib t
combined 3CD5ABCD series based on the “Wide analydes” (Table B.8 and Figure B.2). Each CGRCS
series is based on the same data, with one ingjutipth as a categorical explanatory variable @ &)
and the other dropping this variable. Each sesgsdtted as an index relative to the average BiB9/
2005/06 CPUE.

The model based on the CGRCS data selection rateb& compared directly with the model
using the wider data selection rules (Figure B.ith the two models diverging mainly at the
beginning and the end of the time series. Therdesgce in the early part of the series is not
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surprising, given the relatively large uncertaiaggociated with this period, particularly for the
CGRCS series (Figure B.11). The correspondeneeceet the two series is good in the centre of
the time series and it is likely that the stockeassnent model cannot distinguish between either
series, given the relatively large amount of ethait is associated with these series in the model.
The two series begin to diverge again from 19989387, with a stronger recovery being shown
by the series based on the CGRCS selection ruigsré-B.14).

Application of these series to the Petrale sole sto  ck assessment

The stock assessment model for Petrale sole wiliffeeed two trajectories based on the CPUE
analyses presented in Appendix B:

1. One model will be based on data from combined regRCD5ABCD using the “wide
selection analysis rules” as described beginningage B.42 and in Table B.8. This model
is presented in Table B.5;

2.  The other model will also be based on data fromlaoed regions 3CD5ABCD, applying
separately the “CGRCS selection rules” (Table Bo8 3CD to the 3CD data and the rules
for 5AB to the data from 5SABCD. This model is pated in Table B.10.

56



Appendix C. Q UEEN CHARLOTTE SOUND SYNOPTIC TRAWL SURVEY

Introduction

Three trawl survey indices were used in the weastB.C. Petrale sole assessment. These were
the west coast Vancouver Island (WCVI) Triennialvsy, the Queen Charlotte (QC) Sound
synoptic survey and the Hecate Strait (HS) assegaldarvey. The indices for the WCVI
Triennial and the HS assemblage surveys were dauiethén Starr & Fargo (2004) and there
have been no additional surveys operated since thew other surveys, the WCVI shrimp trawl
survey and the QC shrimp trawl survey, may potéptmovide information that would be useful
in a quantitative stock assessment for Petrale stthe WCVI shrimp survey was used in the
2004 Petrale sole assessment and the indices2g®®were documented in that assessment
(Starr & Fargo 2004). However, close examinatibthese indices indicate that it is unlikely

that they are providing useful indices of abunddocéhis species. The trajectory for the WCVI
shrimp survey is characterised by a few high inglicethe early part of the series, followed by a
long period of about 20 years where low biomasslgegredominated and which showed contrast
(Figure C.1). The most recent ten years show higlmenass levels, but these fluctuate greatly
from year to year, indicating a very high levepobcess error in these estimates. The QC Sound
shrimp survey, a more recent addition, appeare tolbowing a similar erratic process (Figure
C.1). Early attempts at using these surveys iraisessment model indicated that it would not be
possible to fit the large variations in abundanue @hese two indices were discarded from the
assessment. A third survey, the Hecate StraifiP@cid monitoring survey, only operated for
three years from 2002 to 2004 and the three indareBetrale sole showed almost no contrast

(2002: 500 t; 2003: 570 t; 2004: 440 t). Therefthes survey was also not included in the
assessment.

4.0 4
3.5 ~ —<—— WCVI shrimp fo)
--©- --QC Snd shrimp !
3.0

2.5+
2'07/\ l\““;“ !‘f\‘\

1.5 A

1.0 A

Relative Biomass Index (t)

0.5 4

0.0 T T T T T T ‘/ T T T T T T T T T T
1975 1980 1985 1990 1995 2000 2005

Year

Figure C.1. Petrale sole biomass indices from tl@Mand QC Sound shrimp surveys, plotted as indieksgive to
the 1999-2006 mean, which is the period coveretth®QC Sound shrimp survey.
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Although the QC Sound survey also only providesdldata points for this assessment, the data
from this survey have been included because tlaa @n-going survey which will be continued
into the foreseeable future. The following notesuiment the preparation of the indices for this
assessment.

Methods

All data from the Queen Charlotte Sound synoptiwtrsurvey, including the catches of Petrale
sole caught in each tow over the three years sfdivey, were made available (N. Olpers.
comm.). This survey operated 3 times in the Queen GtiarSound between Vancouver Island
and Moresby Island between 2003 and 2005. Thisegualso operated in the lower part of
Hecate Strait between Moresby Island the mainldh divided into two large aerial strata
which roughly correspond to the DFO Regions 5A aBdFigure C.2). Each of these two areas
is divided into four depth strata: 50—-120 m; 120-85 250-370 m; and 370-500 m (Table C.1,
Figure C.2).

A doorspread density value (Eqg. C.2) was geneffateglach tow based on the catch of Petrale
sole, the mean doorspread for the tow and therdistaavelled. The distance travelled was
calculated by multiplying the mean vessel speedhertow by the total time on the bottom as
determined from the bottom contact sensor. Missalges for the doorspread field were filled
in using the mean doorspread for the stratum irstineey year (27 values over all three years).
Missing values in the vessel speed field weredilleusing the mean value for the entire survey
in that year (11 values in the first two years)isdihg values in the bottom contact time field
substituted the winch time (time from winch lockiopwinch retrieval; 7 values over the three
survey years).

Table C.1. Stratum designations, number of usdakble, number of tows that captured Petrale sdig.JRnd total
PEL catch weight (kg) for all three years of thee®u Charlotte Sound survey. Also shown is the @nea
km? of each stratum

2003 2004 2005
Stratum Area Depth No. No. PEL Catchwt  No. No. PELCatchwt  No. No. PEL Catchwt  Area
number designation  zone tows tows (kg) tows tows (kg) tows tows (kg)  (kmd)
18 5AB-South 50-125m 30 15 42.2 46 18  150.7 31 10 1252 5,334
19 125-200 m 56 19 60.9 49 24  200.5 61 24 93.9 5,873
20 200-330 m 30 1 3.0 31 3 2.2 29 5 16.6 3,134
21 330-500 m 6 0 0.0 8 0 0.0 8 0 0.0 625
22  5AB-North 50-125m 5 4 26.8 20 9 48.3 8 4 28.7 2,279
23 125-200 m 39 23 1331 39 19 77.9 45 22 1648 4,926
24 200-330 m 54 5 10.5 40 3 2.6 38 1 1.0 4,688
25 330-500 m 19 0 0.0 7 0 0.0 8 0 0.0 1,343
Total 239 67 276.5 240 76 4822 228 66 430.2 28,202

These data were analysed using the following egusitivhich assume that tow locations were
selected randomly within a stratum relative tolitfemass of Petrale sole. This was an
assumption made by the original survey design usiagrea stratification definition in Figure
C.2. The biomass in any yeawas obtained by summing the product of the CPUEthe area
surveyed across the surveyed strata
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B,=> C,A=2 B, Eq.C.1

=1 =
where C, = meanCPUEdensity (kg/kr) for species in stratumi
A = area of straturn(km?), and
B, = biomass of Petrale sole in stratufor yeary.
k = number of strata

CPUE (Cyi )for Petrale sole in stratuirfor yeary was calculated as a density in kgfkoy

"0 m)
W
_j=1 Yil Vil
C, =1

Yi

Eq.C.2
where W, = catch weight (kg) for Petrale sole in stratufor yeary and towj
D, ; = distance travelled (km) by tomin stratumi for yeary
W, | = net opening (km) by toyin stratumi for yeary
n = number of tows in stratum

The variance of the survey biomass estimgtior Petrale sole in yegris calculated in Ky
as follows:

k 0—? AZ k
V=D 0L =D, Eq.C.3
i=1 Yi i=1
where U; = variance of CPUE (Kgkm?) for species in stratumi
\4 = variance of Petrale sole in stratufior yeary

The CV for Petrale sole for each ygawas calculated as follows:

y

Eq.C.4

Five thousand bootstrap replicates with replacemené made on the survey data to estimate
bias corrected 95% confidence regions for eachesuyear (Effron 1982).
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Figure C.2. Map showing the two aerial strata tnedfour depth zones used in the Queen Charlotte®survey.
The red dots indicate the locations of the stasitppms for each useable tow from the 2003 suniegpth
zone codes: 1=50-125 m; 2=125-200 m; 3=200-330=83@-500 m.
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Figure C.3. Map of the locations of all trawlsrfrahe Queen Charlotte Sound synoptic trawl sur2@p8—2005):
those that caught Petrale sole are marked witkesiggroportional to the catch weight while thosat taught
no Petrale sole are marked with #n

Results

Catches of Petrale sole are widely distributeduphmut the entire survey area (Figure C.3).
Petrale sole were mainly taken at depths from 7ZZDtbm, but range from 66 to 328 m overall
(Figure C.4).

Estimated biomass levels for Petrale sole fromQeSound synoptic trawl survey have changed
little over the 3 survey years, with mean biomasarl00 t (Figure C.5; Table C.2). The
estimated CVs for Petrale sole from this surveyeaggod in the first two years, at 0.20 and 0.21
respectively (Table C.2). However, the CV in 2005Petrale sole was very high, at 0.37.

The proportion of tows which took Petrale sole waarly constant over the three survey years,
with values of 0.28, 0.32, and 0.29 for 2003, 2G0¥] 2005 respectively.
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Figure C.4. Distribution of catch weight of Petrable by large area stratum (Table C.1), survay gad 20 m
depth zone. Depth zones are indicated by theeeffithe depth interval. Maximum circle size: 5AB-
South=124 kg (90 m bin); 5AB-North=129 kg (130 m)bi Minimum depth observed for PEL: 66 m;
maximum depth observed for PEL: 328 m. Depthésriean of the start and end depths for the tow.
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Figure C.5. Plot of biomass estimates for Peale from the QC Sound synoptic trawl survey fod2€ 2005.
Bias corrected 95% confidence intervals from 5000tstrap replicates are plotted.
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Relative Biomass

Table C.2. Biomass estimates for Petrale sole ft@QC Sound synoptic trawl survey for the suryegrs 2003 to
2005. Bootstrap bias corrected confidence interaall CVs are based on 5000 random draws with
replacement. The analytic CV (Eqg. C.4) is basetherassumption of random tow selection withinratam.

Survey Mean bootstrap Lower bound Upper bound Bootstrap  Analytic CV
Year Biomass (t) biomass (t) biomass (1) biomass (t) Cv (Eg. C.4)
2003 338.8 338.1 214.6 486.5 0.201 0.200
2004 426.0 426.3 278.6 643.1 0.215 0.217
2005 426.4 423.1 194.4 822.6 0.366 0.363

Comparison of the available survey estimates with t he standardised CPUE series

Figure C.6 presents a comparison of the indicesmg¢ed by the two longer term fishery
independent series with the two standardised fistiependent series (see Appendix B for a
discussion of how these series were generatedjhéMeeries matches the fishery independent
surveys particularly well, but this could be fon@mber of reasons: a) the surveys are not
tracking the Petrale sole abundance; b) the CPUdi€as are not tracking abundance; c) the
surveys are taking younger fish than the fishey la@nce are showing recovery sooner than
would be seen in the fishery.

WCVI Triennial Hecate St. Assemblage
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—&— WCVI Triennial =H="wide' rules —®— CGRCS rules —@— HS Assemblage =¥="wide' rules —®— CGRCS rules

Figure C.6. Comparison of the survey series withttvo coastwide fishery dependent standardiséglssgwide”
and “CGRCS” selection rules; see Appendix B) usetthé Petrale sole stock assessment. Each series i
standardised to the same years that the fishegpantient series operated. [left panel]: WCVI Tniah
survey; [right panel]: HS assemblage survey.
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Appendix D. D ELAY DIFFERENCE MODEL

Model description

A delay-difference stock production model (Quinml &eriso 1999, Starr et al. 2002; Sinclair and
Starr 2005) was used to estimate stock size, paessn@nd reference points relevant to management
for Petrale sole in DFO combined areas 3CD5ABChe model uses two age groups, recruits and
spawners. A Beverton-Holt stock-recruitment fumetivas used to link the two groups.

Delay-difference models assume knife-edge selégtivithe fishery at a specific age. Age 6 and
age 7 were adopted for Petrale sole based on cargghe distribution of sample mean weights
taken by port sampling with the equilibrium meaer@ge weight predicted by the model under
different ages of knife edge selectivity and adixalue forM=0.2 (see Appendix B, Section B.3
for a presentation of this information). Companigd predicted model trajectories for vulnerable
biomass from a delay-difference model fitted to 5k sole data with an age-structured model
fitted to data from the same area showed thatélsedorrespondence between the two model
trajectories was obtained when the age of knifeegegruitment corresponded approximately to
the mid-point of the selectivity curve estimatedthg age-structured model (Figure F-1; Starr et
al. 2006).

The same comparisons between the 5CD rock solg-ddfarence and age-structured models
indicated that 1966 was a good point at which @irbéhe delay-difference model. Data extend
further back into time but the correspondence betwadl years becomes more tenuous the
further back in time the data are extended. Tl $666 was selected as a good starting point
for the 5CD rock sole models (both delay-differenod age-structured) and this starting point
was also used for modelling Petrale sole. The déitigrence model estimates the ratio of the
initial biomass to unfished biomass, which allow®ibegin in a non-equilibrium state.

Growth was assumed to follow a von-Bertalanffy fiimt and both growth and the weight-length
relationship was assumed to be constant over timgut parameters for growth were estimated
as presented in Appendix B and were assumed toderkwithout error. The model represents
the stock vulnerable to fishing. Strong differemeeere not detected when growth parameter
estimates based on research and port samplingraegescompared (Appendix B). Therefore, a
growth model based on the combined male and fegralgth using age samples taken by both
research and port sampling was used as the groadielnn the stock assessment model. The
model should be considered a model of vulneraldmbss and estimates of discards were not
included in catch data. The model was conditiomedishing effort, estimated as the ratio of
total landings divided by the catch per unit effoxodels were fitted to a standardised fishery-
dependent stock abundance index developed foroimbioed regions 3CD5ABCD as described
in Appendix C as well as to three surveys: the WEB¥MS triennial survey, the Queen
Charlotte Sound synoptic survey and the HecatasSemblage survey. The objective function
included terms for minimising the differences betwéehe predicted and the observed catch, the
predicted and observed mean fish weight, the predliand observed biomass indices from the
appropriate surveys, a term to minimise the regreitt deviations relative to the mean
recruitment and terms penalising deviations fromittiormed priors placed on tiéand
recruitment deviation parameters.
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This assessment chose to estimate the natural lityop@rameteiM instead of the stock-
recruitment steepness paraméterThis choice was made for two reasons, the lliestg that it
was felt that the fitted mean weight informationulbbe more informative favl than forh and
the second being that it was felt that khgarameter cannot be reliably estimated.

The model used in this assessment is very sinaldrg model used to assess Hecate Strait
Pacific cod Gadus macrocephalus), except that an environmental parameter wasitiet! f

(Sinclair and Starr 2005). Several improvementehseen made to this model over the one used
by Sinclair & Starr (2005):

. The model now allows the estimation of multiplecbaaind effort series, in recognition that
the relationship between CPUE and biomass may tlaaeged over the history of the
fishery. This feature was added in recognitiort fishing has evolved considerably on the
west coast of Canada since the 1960s and thatithent management of the fishery
provides very different incentives for catchinghfibat those existed prior to about 1996.
Accordingly, a number of the model runs investigadtethis assessment estimated separate
catchability coefficients by splitting the seriestlween 1995/96 and 1996/97.

. Predictions are made over five years instead aigesyear and recruitment is selected
randomly based on the recruitment standard dewatiRredictions are also constrained by
a maximum exploitation rate which means that higtclt levels are not achieved if the
predicted exploitation rate exceeds the maximunicggpion rate.

. Provision is made for informed priors for all mog@rameters.
. Added log-normal bias correction to recruitmentidgen predictions.

. An error was discovered in the code used in preaarsions of this delay-difference
model (Sinclair et al. 2001, Starr et al. 2002 iSgaFargo 2004, Sinclair & Starr 2005,
Starr et al. 2006) and was present in the versiohi® assessment presented to the
Groundfish Subcommittee of PSARC in January 200FQ2007). This error concerned
the method by which the mean weight in the iniger was calculated and resulted in
always using the mean weight associated with tlished biomass in the first year of the
assessment reconstruction. This is not a probteragsessments which assume that the
reconstruction begins with an unfished equilibrinibmass. However, previous
assessments performed using this model for west €mnadian stocks assumed that the
initial biomass was at equilibrium at some fractajrthe unfished biomass (estimated as a
free parameter) and therefore a lower mean weighiddvbe expected. The model used in
this assessment now calculates the mean weighnfequilibrium biomass using the
fishing mortality in the initial year. As this fi;ng mortality is derived from an estimated
model parameter and the input effort data, thecatsal mean weight can be calculated
analytically, as well as the initial biomass (sgeaions below). Therefore, there is no
longer any need to estimate, using an additior& frarameter, the fraction of the unfished
biomass in the initial year of the reconstruction.

The following tables describe the model paramettaty, dynamics and likelihoods.
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Estimated Parameters

Parameter Description

B, Unfished equilibrium population biomass

M Instantaneous natural mortality rate

°q, Fishery catchability: one parameter for each series

qu Catchability for survey: Three survey series were fitted (Hecate St. askaya, WCVI NFMS
Triennial and Queen Charlotte Sound synoptic)

@ Recruitment anomalies in ye@fthere are 35 of these parameters from 1966 to 2d®0recruitment

knife-edged at age 7 and 36 parameters up to 2@@Tecruitment knife-edged at age 6)

Fixed parameters

Parameter Value Description

h 0.75 “Steepness” of the Beverton-Holt stock-recrettincurve, where the fraction
defines the proportion of the maximum recruitmehtol is available when the
spawning stock size is 2084 (Francis 1992)

L 510.0 Asymptotic length in von-Bertalanffy growthuadgion (mm)

k 0.197 Growth rate parameter in von-Bertalanffy gloeguation

t, -1.016 Time at in von-Bertalanffy growth equation

b, 3.931E-09 | Slope of weight-length relationship (mnkdg®

b 3.176 Exponent of length — weight relationship

r 6 Age of knife edge recruitment to fishery and spagrmpopulation (age=7
investigated as a sensitivity)

P 0.8578 Slope of the Ford-Walford plot, age7 to 19 (0 =0.865C for r =6)

a 0.2281 Intercept of Ford-Walford plot, age7 to 19 (@ =0.2188 for r =6)

R 0.4 Standard deviation for recruitment

U o 0.9 Maximum exploitation on vulnerable biomass

Annual input data

Data series Description

C,, Weight (t) of catch for seriesin yeart: models were fitted either as a single serieglir lsetween
' 1995/96 and 1996/97 in recognition of the majomgeain the management of the fishery

E, Fishing effort (h) for seriezin yeart: where E,, =C,,/CPUE,, , andCPUE,, is the CPUE index

for seriex in yeart

W, Mean weight (kg) of the recruited population inyea

s Index for trawl survey in yeart

X. Standard error for trawl survgyn yeart

Derived parameters

Equation Description
w, =h, (Lw (1_ efk(rftc,)))bl Weight at the age of recruitment
S=zeM Natural survival rate
_ Sa+w, (1— 5) Average body weight in the unfished equilibrium plapion
W=——mm—+
(1-sp)

_B Equilibrium population numbers B
N, e
R, =N,(1-9) Equilibrium recruitment aBy
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Equation Description

B (h-0.2) Beverton-Holt ‘alpha’ parameter expressed in teofrifie
21 steepness parameter (Francis 1992)

R (08n)
_5h-1 Beverton-Holt ‘beta’ parameter expressed in terfinmb®
B 4hR, steepness parameter (Francis 1992)

Model equations

Equation Description
F,. =°q,E,, Instantaneous fishing mortality for seriein yeart
N, = Nt_le(’M’F“’l) +R_. Population numbers in year
B = (aNt—l +th_l)e(*M*FzH> +WR_,, Population biomass at beginning of year
W, =B,/N, Predicted mean weight of individuals in the popaolain yeart
Sa+w, (1_ 31) Predicted weight in year 1, assuming biomass égjatlibrium
Wy :—(1_ ) with the fishing mortality(F,, = °q,E,,) in year 1{s =e™")
) (W/(l— 51) —a) Predicted biomass in year 1 using a Beverton-Hottks
B, = 1# recruitment function
_ B a . Recruitment in yeat+r using a Beverton-Holt stock-recruitment
R = (a+bB) function
B (1_ e('M'F“)) = Predicted catch in year
by t zt
zt M + szt
|‘J_‘t - sqj B, Predicted trawl survey biomass index for suryéyyeart
. - B, (1_ e(‘M‘Fu)) F,, Find F,, = “q,E,, that achievesrojectionC,, for t=2007 — 2011
zt M + szt
u,, =1- exdfcqzeu) Exploitation rate for seriesin yeart

Objective function

The objective function consisted of likelihood campnts corresponding to the recruitment
deviations and the contributions from the catch fiveight, and the survey index data sources.
There was one likelihood component for each weiglimyey and catch series component. Qet
represent the observatiosrepresent the fitted values, andrepresent the standard deviation
of the observation in the likelihood functions. Tlolowing text table summarises the specific
values for the various data sets:

Data: O P g

Catch C,. ¢ g,
Survey IJ.'t |AJ_’t ijl + S92
Weight W, W, Yo

A lognormal distribution was assumed for each efdabove data components, with the negative
log-likelihood for observatiol®:
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In(0/P)+0.50 Y’
o J ’

~log(L) = In(a)+0.5(

and calculating the Pearson residuals as:

(in(o/P)+0.50) /o

The assumption of a log-normal distribution (mearozand standard deviatidiar) for the
recruitment residuals results in the following ednition to the objective function for
observationsg :

~log(L) = tzjz;;“(|n(Ra) " 0.5(%)2}.

The standard deviation of the Pearson residuale wadculated for each data set and the value
for o adjusted so that this standard deviation was ajppadely 1.0, the theoretical value for a
normal distribution. This was done to ensure daath data set received approximately the same
relative weight in the model fit. For the survegices, a single process error term was added to
each index value to bring the standard deviatioiefsurvey residuals to the re-weighting target
(Francis et al. 2001). The CVs used for each magdehre provided in table reporting the MPD
results.

An assumed uniform distribution with wide boundsswiaed as Bayesian priors to prevent the
estimation from being restricted by the choicehaf bounds. The exception to this was the use of
informed priors for the natural mortality and tleenuitment deviation parameters. The
recruitment deviations were assumed to be nornaigglyibuted in log space, with a mean of zero
and a standard deviation of 0.4. Natural mortalias also assumed to be normally distributed,
with a mean of 0.2 which is the assumed value {meithis parameter in previous Petrale sole
assessments (Fargo 1998; Starr & Fargo 2004).vdlne of 0.2 selected for the standard
deviation of the prior was an arbitrary choice, ntda allow the model scope for estimating a
different value foM if supported by the data.

The following penalties were added to the objecturection as the prior contribution:

2
~log(L) = 0.5( P- %) fasrmal prior

2
—log(L) = log(p) + O.E(log( p/,u% + O.BTJ for log-normal prit

wherep is the prior means is the prior standard deviation amds the parameter estimate.
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Table of priorsused in all model runs. NA indicates not applicable.

Parameter Prior type Lower bound Upper bound Mean SD

B, Uniform 500 1000000 NA NA
°q, Uniform 5.00E-08 5.00E-03 NA NA
qu Uniform 5.00E-08 10 NA NA
M Normal 0.01 1 0.2 0.2
@ (log space) Normal -5 5 0 0.4

Bayesian estimation procedure

A Bayesian procedure was used to assess parametstainty for current biomass and the
biomass projections:

1.

Model parameters were estimated by minimising thre ef the log likelihood and log
priors. The resultant maximum posterior density?(M) estimates represent the mode of
the joint posterior distributions of the parameters

Forty million samples from the joint posterior distition of parameters were generated
using the Markov chain—Monte Carlo (MCMC) procedutde Hastings-Metropolis
algorithm (Gelman et al. 1995) was used to genéhatehain. Each chain was sampled
once every 40,000 draws to produce an approximafidime posterior density based on
1000 points. Four model runs exhibited poor cogerce performance with 40 X %0
samples. For these runs, the number of samplefna@ssed to 500 X $0which was
also thinned to 1000 points, a sampling intendityree in 500,000;

For each sample of the posterior for the begingeay 2007 biomass, a five-year
projection was made up to the beginning year 20d@ass over a catch range of 0 to 1000
t, in 100 t increments. Recruitment deviationsendrawn randomly with mean 0 and

Ro =0.40, beginning in yeat = 2006-r + 2;
The marginal posterior distribution for each partmnef interest was approximated by

integrating the product of the likelihood and tmes over all model parameters; the
posterior distribution was described by the medh58", and 9%' percentiles.

Model Results

Runs investigated

Runs were made to investigate model predictionssaca range of assumptions which could not
be easily reconciled (Table D.1). Model runs weaged between applying a single CPUE series
or a CPUE series split between 1995 and 1996 imgration of the substantial changes in
management of the fishery made in the mid-199a80 Versions for the CPUE series were
investigated: a CPUE series based on a set oftegleales proposed by representatives of the
Canadian Research and Groundfish Society (CGRGEa &PUE series based on wider and less
restrictive (“wide”) selection rules. These twoPseries are described in Appendix B. Each
of the four combinations of a CPUE series whichldde either split or left as a single series

was investigated using either a fixed or estimdeassumption (Table D.1). The fixéd
assumption used the preferred valudef0.2 and did not use the weight data. The estuidte
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assumption used an informed prior for this parameate was fitted to the weight data. These
eight runs were based on an assumed age for theedahjed recruitment to the fishery of six

(r =6). The sensitivity of the model predictions to #ue of recruitment was investigated by
refitting each of the split CPUE series using eithe CGRCS CPUE series or the “wide” CPUE
series with an assumed age of knife-edged recruittoghe fishery of sever & 7instead of

r =6). This was done for both the estimated and fidealssumptions for a further 4 runs
(Table D.1).

Table D.1. Description of the 12 model runs ugedssess 3CD5ABCD Petrale sole. See text for plaeation for
the components of each cell of the table belowar¥eeference the first year of fishing year pairs.

Single CPUE series: 1966—2005 Split CPUE series: 834995 & 1996-2005
Wide analysis selection Wide analysis selection
CGRCS selection rules rules CGRCS selection rules rules
Estimate M r=6:Casel r=6: Case 3 r=7:Caseb r=7:Case7
r=6:Case9 r=6:Casell
Fix M=0.20 r=6: Case 2 r=6: Case 4 r=7:Caseb6 r=7:Case 8
r=6: Case 10 r=6:Case 12

Preliminary maximum posterior density fits

Table D.2 provides maximum posterior density (MP&ults for all 12 runs described in

Table D.1. The range of estimated vulnerable uefidhiomass is from 7,000 to 15,000 t, with
little discernible pattern. Both the highest ao@ést estimates come from models which assume
knife-edge recruitment at age 7 rather than aaged there are equally high and low estimates
for By for models which either estimate or fik For models with split CPUE series, the
catchability for the second catch series ranges fsae-half to less than one-third of the
catchability for the first catch series. This sedike a low result: although management since
1996 has been directed at reducing the effectiweokthe fleet, a reduction of over 50% seems
unreasonably large.

All the models which estimated did not stray far from the mean of the prior d,Quith the

lowest estimate &1=0.17 and the highest Bt=0.25 (Table D.2). This result implies either that
there is relatively little information to informithparameter in the data used in these models or
that the available data are consistent with therprihe survey's estimated for the Triennial
survey appear to be high, approaching or exceedinbhis is not a surprising result, given that
this model is for vulnerable fish only and it ikdly that the surveys include fish below the age of
recruitment in the indices. There are insufficidata for all of the surveys to estimate an index
which pertains to vulnerable fish only.

All of the models underestimate the total catches the forty year period, with the sum of the
total observed catch exceeding the model estinctexh on the order of 5 to 10% (Table D.2).
There is no difference between the single and §Hi/E models in this behaviour. Average
exploitation rates tend to be high, often gredtant50%. This may in part be the result of the
failure of the knife-edge recruitment assumptioithviish of younger ages contaminating the
landing totals.

Example MPD data fits and population trajectorieslested in the text table below. Space
precludes showing the fit to the data for all 12h&f runs listed in Table D.1 and the results given
in Table D.2.
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Figure Figure reference

Number reference for for MPD
CPUE MPD fit to population
series Run description data trajectory

1 Single CPUE series | CGRCS selection rules | esirhate M Figure D.1 Figure D.7
1 Single CPUE series | wide selection rules | ifis6NI Figure D.2 Figure D.8
2 Split CPUE series | CGRCS selection rules | estilnate M Figure D.3 Figure D.9
2 Split CPUE series | wide selection rules | r3X M Figure D.4 Figure D.10
2 Split CPUE series | CGRCS selection rules | esdifnate M Figure D.5 Figure D.11
2 Split CPUE series | wide selection rules | r38 M Figure D.6 Figure D.12

Fits to the catch data were good and similar batwees, indicating that the available data can
be fit adequately by all competing runs, which ngeiaturn that we cannot use the data fits to
distinguish between the competing assessment hgpesh The fits to the weight data are the
poorest among the data sets, which is not surgrigiven the low number of samples available
to generate these estimates. None of the avaitgipletheses fit the upturn observed in the final
survey points from the Triennial and Hecate S#agemblage surveys, although the split CPUE
runs make a better approximation.

The period between 1977 to 1984 was selected efeence biomass level for this stock because
of the relative stability during this period anétlhe vulnerable biomass trajectory has gone
below this level at least twice and has recovekegufe D.9 is an example). This is true for the
models fit to the split CPUE series (all of whicldha period where biomass levels were below
the reference period average and which are prgsaintive that level). This observation is also
true for the two single CPUE series using the CGRE&I8ction rules but not for the models fitted
to the “wide” CPUE selection rules. The populaticajectories for the single CPUE series
model runs show downward trajectories after reaghipeak in the early 1970s, ending near to
or below the long-term average biomass (Figurei®ah example of this). On the other hand,
the eight split CPUE series model runs all showaasing biomass trends after reaching a low
point in the early to mid-1990s. Current biomassls are either at, or very near to, the highest
observed biomass levels since the beginning ofe¢benstruction in 1966. Therefore, all the split
CPUE series have current biomass estimates whiok well above the selected reference period
(Table D.2), while the single CPUE series modeatsiégl to be near or below this level

(Table D.2). Current levels of biomass for all rmbdins were above or near to the minimum
biomass observed in the time series, althoughitiggesCPUE series models ranged from 0.8 to
1.0 of the minimum level while the split series wér3 to 2.6 times larger than the minimum
level (Table D.2).

Model residuals show some evidence of temporakpattin the fit to most of the data sets by
year: weight (Figure D.13), first catch series (FegyD.14), second catch series (Figure D.15),
Hecate St. assemblage survey (Figure D.16), and/tD¥I Triennial survey (Figure D.17).
Similarly there are some poor patterns of fit whiemresiduals are plotted against the predicted
values: weight (Figure D.18), first catch serieg(ife D.19), second catch series (Figure D.20),
Hecate St. assemblage survey (Figure D.21), and/tD¥I Triennial survey (Figure D.22).
However, model residuals appear to fit the logndmisribution assumptions reasonably well
for all five data sets: weight (Figure D.23), ficsttch series (Figure D.24), second catch series
(Figure D.25), Hecate St. assemblage survey (FiDuz6é), and the WCVI Triennial survey
(Figure D.27). As noted earlier, there is a streimgjlarity in the pattern of residuals across all
model fits, indicating that there are probably gsses in the data that are not being modelled.
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Bayesian MCMC results

Initially, forty million MCMC iterations were compted for all model runs listed in Table D.1, with
samples drawn from the MCMC chain every 40,00@ttens, thus providing a total of 1,000

samples. While the traces for eight of the 12 rhagles appeared to have converged satisfactorily,
the remaining four models had not (Figure D.28he Tour models which had not converged were:

. splitCPUE series| =7|QGRCSrules|est M,

. splitCPUE series| =7|QGRCSrulesffix M,

. splitCPUE series|] =6|QGRCSrules|est M and
. splitCPUE series| =6|wide rulesffix M.

Apart from the fact that all four series were framdels which assumed a split in the CPUE series
between 1995/96 and 1996/97, there was no commeadhio explain the lack of convergence
between the various assumptions held by the r&os.instance, two of the split CPUE=7 runs
converged while two did not (Figure D.28). Twatleé split CPUE “estimat®!” runs converged
while two did not and three of split CPUE using Wide rules converged while the remaining one
was probably the worst example of non-convergenoengst the 4 runs (Figure D.28).
Convergence is important because unless this qdtn® is doubt as to whether the parameter
space was adequately sampled by the MCMC search.

Two potential solutions were explored to solve firisblem. The preferred solution would have
been to recode the model with an alternative setjofitions describing the population, but which
did not have the property of non-convergence. atitmmpted solution failed (options that were
explored included alternate parameterisationsifiemiean weight of the initial biomass as well as
expressing the ratio of the initial biomass relatioB, without including a biomass component in
the equation). The remaining solution was to extitne MCMC search to demonstrate that the
parameter space had been adequately sampledisThesapproach which was adopted here: the
four unconverged runs were extended to 500 Xite@ations and sampled once in every 500,000
draws, providing 1,000 sample points to descrileepibsterior. This approach improved the traces

for at least two of the model runsp(it CPUE series] =7|QGRCSrules|est M and
splitCPUE series| =7]QGRCSrulesffix M) and marginally improved the
splitCPUE series| =6|QGRCSrules|est M model run. Figure D.28 provides traces for

the By parameter from all 12 runs, including the fourguvhich were taken to 500 X 4ierations.

Since only the split CPUE runs were affected byrtbie-convergence problem, scatter plots of the
parameter pair§q, and “q, were examined for possible explanations which mitigtinguish the

converged from non-converged runs. It was possitale because these parameters had freedom to
act independently due to the broad uniform pribed tvere adopted which were not linked, the non-
convergence could have been caused by the modehraning into unrealistic parameter space.
However, the behaviour of these parameters seeeasdmable for all runs (with the exception of

one), with“q, < “q, in all cases and strong linear relationships betwtee two CPUE parameters
where there were the greatest number of pointa(€i§.29). Furthermore, the pairwise traces
(Figure D.29) and the marginal posterior distribng for the ratiocqz/cql (Figure D.30) appear to

be as well behaved for the poorly converged rurfsrahie better converged runs (with the obvious
exception of the rusplit CPUE series| =6|QGRCS rulesffix M which is bimodal and
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unrealistically low estimates focrqz/ q,). Therefore, it seemed unlikely that this wassberce of
the non-convergence problem.

The failure to achieve good MCMC convergence insaifithe model runs also illustrates one of
the advantages of adopting reference points whielesternal to the model parameter estimates.
Figure D.31 provides a trace for each model ruthefderived parametes,,;,/B,. This ratio

moves reciprocally with thBg trace in Figure D.28, with a strong drop mirrorthg excursion to
very largeBy estimates for the rursplit CPUE series| =6|QGRCSrulesl|est M.

Figure D.32 provides equivalent traces for thewietiparameteB,,,/ mear{ Bt}ifgw,

to be better converged, even for the rsplit CPUE series| =6|QGRCSruleslest M.

The conclusion in this case is that, while theeeraasons to believe that several of these models
runs have not converged completely for some ofhtha parameters and derived parameters, the
convergence properties of the reference pointsiwtiépend on an externally selected year
interval are much more credible (MCMC trace platsthe other reference points used in this
assessment are very similar to the one shown wé&iD.32). These reference points form the
basis on which management advice has been forrduldtewever, it is likely that the model run
splitCPUE series| =6|wide rulesffix M has not converged well and the results

presented for this run should be viewed with cautio

which seem

Traces are presented for the main parameters figimh representative runs:
. single CPUE series/ r =6/CGRCS rules/est M — Figure D.33 (a);

. single CPUE series/ r =6/wide rules/fix M — Figure D.33 (b);
. split CPUE series/ r =7/ CGRCS rules/est M — Figure D.33 (c);
. split CPUE series/ r =7/wide rules/est M — Figure D.33 (d);

. split CPUE series/ r =7/wide rules/fix M — Figure D.33 (e);

. split CPUE series/ r =6/CGRCS rules/est M — Figure D.33 (f);
. split CPUE series/ r =6/wide rules/est M — Figure D.33 (Q);
. split CPUE series/ r =6/wide rules/fix M — Figure D.33 (h).

These have been plotted to show that the MCMC plurechas reasonably sampled the available
parameter space. The lack of trends or suddets shithese traces is taken as evidence that the
MCMC procedure has converged successfully for fahese runs. The remaining two appear more
problematic. There was a very strong excursiomitgd values 0B, for runsplit CPUE

series/ r=6/CGRCSrules/est M [Figure D.33 (f)]. The MCMC search did not retuo this
area in spite of the 500 X 16amples taken and the subsequent samples appEaretatively

stable. Rursplit CPUE series/ r =6/wide rules/fix M [Figure D.33 (h)] seems to
oscillate with a regular pattern for all the paréeng and is likely to be the least well convergéd o
the model runs. As indicated above, results friois model should be treated with caution.

Marginal posterior distributions [Figure D.34 (aHor the same main parameters from the

representative runs listed in the previous pardgsfow that the distributions are reasonably
well formed for the ten runs which appear to hameverged and are centred in many cases near
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the MPD estimate for the split CPUE runs. Noté thast of these distributions are shifted
relative to the MPD value for the two single CPUWIRS presented, particularly for the one where
M is fixed [Figure D.34 (b)]. The marginal postesdor run:split CPUE

series/ r =6/wide rules/fix M [Figure D.34 (h)] are all bimodal, reflecting ttveo
regions in parameter space that are occupied byrtbdel. The marginal posterior distributions
for M tend to be symmetrical for most of the examplesrwhere this parameter was estimated
[Figure D.34 (a, c, and g)], indicating that thedebdata may not be very informative for this
parameter and that the resulting posterior distidious being driven by the prior. The marginal
posterior forM in [Figure D.34 (f)] is rectangular, with the MRi3timate situated well to the
right of the distribution while there is a longlt@ the posterior distribution @, for the same
run. These characteristics are likely due to ilgh kalues accepted @ in the initial part of

the MCMC search and reflect that the data are toesextent consistent with a large biomass
under the assumptions made by this model run.

Projections were made for five years, starting \lih beginning year biomass in 2007/08, which
is the biomass remaining at the end of the cu (@0@6/07) fishing year, along with 2006/07
landings of 550 t. Catch strategies ranging frota 0,000 t in 100 t steps were applied to each
of the 1,000 MCMC trajectories available from thelve model runs (Table D.1). Recruitments
were randomly drawn in each year from a log-nordistribution with mean=0 and standard
deviation=0.40, which was the recruitment standgdation used in the model fitting phase.
Random recruitments were started in the first yéi@r the cessation of the estimation of
recruitment deviates (2000 for7 and 2001 for=6). The distribution of the beginning year
biomass in each year from 2008 to 2012 resultiomfeach of these catch projections was then
tested against four performance indicators to jutigeeffect of the removals. The four
performance indicators are:

1. Exploitation rate in 2007-2011 relative to the aggr exploitation rate from 1966 to 2006
2006
(Uref = meaqU,} ) ;

t=1966

2. Beginning year biomass in 2008—-2012 compared toninénum biomass over the 1966-
2006 period(B,, =min{B} %y );

t=1966

3.  Beginning year biomass in 2008—2012 compared tavkeage biomass from the 1977-
1984 period:( B = mear Bt}tlff:w) . This period was selected as one of relativelgiab
from which the stock has declined and recovered,;

4. Beginning year 2008-2012 biomass compared to tgmbieg year biomass in 2007

(Bref = Bzoo7) :
Two quantities were calculated for the three penfmce indicators that reference biomass levels
(indicators 2, 3 and 4):

1. The cumulative probability that each draw from W&MC posterior distribution would
exceed one of the three biomass reference levgksary: P(By >B );

2. The expected value from the MCMC posterior distitou of the ratio of the biomass in
yeary relative to one of the three biomass referencel:i;e\lE(By/Bref );
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Only the cumulative probability in year 2011 thag exploitation rate would be below the

reference exploitation was calculated for the fastformance indicatoP(U201l< U, ) :

These performance indicators were selected oveehltmsed reference points that use derived
parameters such &g or Bys, because these latter parameters are usually pestilpated, being
very sensitive to assumptions made for paramehatsare difficult to estimate, such ldsor h.

Bo andBys, are also sensitive to the relative weighting aghcaiich, average fish weight, or
survey indices, and often change over time as mat& are added to the analysis or as the stock
assessment model evolves, while historical managetaggets are more stable because they are
defined as relative targets. TBg, reference point does not work well for series whbee
biomass trend is either continuously downward oemvthe biomass has not recovered from the
lowest value observed. This latter observatiadhéscase for the two single CPUE ruast(M
andfix M fitted to the “wide” CPUE rules, where the cuitretock size has only increased to
about 80% of the reference period (see Figure DI8grefore, this reference point should be
discounted for the single CPUE series model rumgyube wide CPUE rules. However, this is
not the case for the split CPUE model runs or thgls CPUE model runs which used the
CGRCS selection rules, where there is a well ddfmenimum and the stock has moved above
the selected average period after reaching thenmuimi level (e.g., Figure D.9 to Figure D.12).

Another advantage of using reference points whietbased on a historical period is that such
reference levels are more comprehensible to stédtetsoand there frequently exists institutional
memory of these periods. In addition, there isagisvthe option of changing the reference period
if, once attained, it seems for some reason tangeitable. Reference points which are external
to the model estimation process also tend to keleéhaved when evaluated with MCMC
search algorithms (compare Figure D.31 with Figu@? for an example of this effect). The

text table below provides the figure and tablenefees by run number and run description for
all the MCMC output.

References to tables and figures for all MCMC output by run (Table D.1)

Biomass  Cumulative
Run Tabular Decision trajectory probability
Number  Run description output table figure graph
reference  reference reference reference
Case 1 single CPUE serieg|= 6 | CGRCS rulest Me Table D.6 Figure D.35 Figure D.47
Case 2 single CPUE series|= 6 | CGRCS rulezs M Table D.3 Figure D.36 Figure D.48
Case 3 single CPUE serieg|= 6 | wide rulest|Ms Table D.7 Figure D.37 Figure D.49
Case 4 single CPUE serieg|= 6 | wide rulex|M Figure D.38 Figure D.50
Case 5 split CPUE seriesr|= 7 | CGRCS rulest|Ms Table D.8 Figure D.39 Figure D.51
Case 6 split CPUE seriesr|= 7 | CGRCS rulex|Mi Table D.4 Figure D.40 Figure D.52
Case 7 split CPUE seriesr|= 7 | wide rules | s Table D.9 Figure D.41 Figure D.53
Case 8 split CPUE seriesr|= 7 | wide rules | ik Figure D.42 Figure D.54
Case 9 split CPUE seriesr|= 6 | CGRCS rulest|Ms Table D.10 Figure D.43 Figure D.55
Case 10 split CPUE seriesr|= 6 | CGRCS rulex|Mi Table D.5 Figure D.44 Figure D.56
Case 11  split CPUE seriesr|= 6 | wide rules | s Table D.11 Figure D.45 Figure D.57
Case 12 split CPUE seriesr|= 6 | wide rules |Kik Figure D.46 Figure D.58

Box plots of the biomass trends for all 12 modelsrinclude a five year projection at 600 t, the
current TAC for Petrale sole. The projectionstfa single CPUE runs indicate that the stock
will either remain stable or decline slightly witamovals equal to the current TAC. Biomass
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trends for the split CPUE series model runs areensomplex, with the four model runs which
assume the CGRCS selection rules all showing agirereasing trend under removals equal to
the current TAC. The split CPUE model runs whictrevbased on the “wide” selection rules
project either a slightly declining trend for thens which estimat®l or a slightly increasing
trend for the runs with a fixeldl under removals equal to the current TAC. All folithe single
series CPUE runs appear to be pessimistic, witledigtion that the current biomass levels are
among the lowest experienced. This result apgedre at odds with most reports from the
fishery for this species, where there is genertihopm regarding the status of this stock and its
apparent abundance. The single CPUE model rungdshe downgraded for this lack of
consistency with the current apparent abundancehi®ispecies in the fishery and the strong
assumption that the catchability of a unit of eftoy the fleet taking Petrale sole has been
unchanged over the past 40 years.

The split CPUE model runs tend to be more optimisécause they have the capacity to adjust
the relative catchability at the specified break #95/96 — 1996/97. Model results differ as well,
depending on whether the CPUE series generated thei'CGRCS selection rules” or the
CPUE series using the “wide” selection rules isdusAs indicated in the preceding paragraph,
the model runs using the “CGRCS selection rulestjmt that the stock will be strongly
increasing over the next 5 years compared to theeefadoased on the “wide” selection rules
while the remaining four model runs either predidightly declining stock trend (estimatg or

a slightly increasing stock trend (fixé). These results are all independent of the ageitedl
recruitment to the fishery.

There appears to be little sensitivity to whetlfeis estimated or not. This is likely because of
the use of the informed prior & which kept the estimate near to the fixed valueduss the

“best estimate” for this parameter. Also, the afjenife-edge recruitment was selected to ensure
that the model estimates of absolute mean weightduoe in the neighbourhood of the mean
weight observed in the fishery. Therefore, in éhestances, the mean weight data and the
estimation oM tend to have little leverage over fixihy at the preferred value of 0.20. Model
results also do not appear to be very sensitithe@hoice of the two ages of knife-edge
recruitment that were tested in this assessment.

The general comments on the relative performanteeot2 model runs carry through to the
decision tables and the cumulative probability plbat graph the information in the decision
tables. The four single CPUE model runs and twihefsplit CPUE predict that the stock will
not increase in size under removals equal to theeuTAC, while the remaining 6 model runs,
particularly those using the “CGRCS selection rylsgongly predict that the stock size will
increase at these levels of removal. Furthernalr¢he split CPUE runs indicate that the
probabilities that the stock will stay above th& 7191984 reference leveB) and theByn
reference point at levels of removal consistenhhe current TAC are very high. The single
CPUE model runs are less optimistic, predicting tha stock will go belovB,¢ reference point

at the end of the five years at TAC levels of realo\However, these runs also indicate that the
stock will stay above thB;,, reference point with high probability at levelsremoval consistent
with the current TAC. The cautionary comments mealdier about th8.,, reference point for
the “wide selection rules” single CPUE series (@bpage 74) apply here with the caveat that the
Bnin reference point for these model runs has beenp@uyly determined.
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Table D.2. Maximum posterior density (MPD) results for the 3IBABCD Petrale sole delay-difference stock assessmedel for each of the 12 runs described
in Table 1. Fishing years are coded by first yagydir. All biomass levels are for the beginninglyeParameters fixed at indicated values are shiown
greyed cells. N/A or —: not applicable. SD: stadddeviation of Pearson residuals for the indicatath set. Median: median of the absolute value of
Pearson residuals for the indicated data set.

Number CPUE series Single CPUE series: 1966630 Split CPUE series: 1968395 and 1996-2005
Age at knife-edge recruit: r=6 r=6 r=6 r=6 r=7 r=7 r=7 r=7 r=6 r=6 r=6 r=6
Type of CPUE series: CGRCS CGRCS Wide Wide CGRCS CGRCS Wide Wide CGRCS CGRCS Wide e
Estimate or fixM: Estimate M Fix M Estimate M Fix M| Estimate M Fix M Estimate M Fix M| Estimate M Fix M Estimate M Fix M
Parameters

B, 8,800 10,346 12,323 9,073 15,364 11,661 7,098 8,147 10,070,403 10,466 8,918
M 0.18€ 0.200 0.23€ 0.200 0.167 0.200 0.251 0.200 0.182 0.200 0.23¢ 0.200
°q 1.391E-5 6.520E-5 4.372E-6 8.771E-6 8.250E-5 1.239E-4 89EH 2.959E-5 2.573E-5 1.242E-4  8.294E-6 2.152E-5
°q, 2.901E-5 3.455E-5 8.148E-6 1.161E-5 1.412E-5 3.703E-5 70E®6 9.195E-6
O assemblag 0.163 0.521 0.056 0.111 0.438 0.501 0.153 0.224 0.218 0.519 .0780 0.177

S Owevt Trienmial 0.347 1.105 0.115 0.226 1.029 1.178 0.353 0:523 0.498 1.197 .1760 0.409
SqQC Snd_ symopti 0.131 0.424 0.050 0.101 0.223 0.252 0.089 0.125 0.119 0.266 .0470 0.102
Sigmas

Weight 0.170 N/A 0.156 N/A 0.173 N/A 0.171 N/A 0.180 N/A 0.164 N/A
Catch(1) 0.368 0.326 0.325 0.330 0.385 0.391 0.324 0.352 980.3 0.388 0.324 0.357
Catch(2) - - - - 0.022 0.022 0.051 0.053 0.035 0.024 0.061 60D.05
g_HC assemblage 0.654 0.697 0.724 0|732 0.558 0.553 0.586.582 0 0.574 0.569 0.597 0.587
g_Triennial 0.247 0.119 0.313 0.335 0.000 0.000 0.125 0.087 0.000 0.000 0.191 0.143
g_QC Snd synoptic 0.000 0.000 0.000 0.p00 0.000 0.000 00.00 0.000@ 0.000 0.000 0.000 0.000
Rdevs 0.400 0.400 0.400 0.400 0.400 0.400 0.400 0.400 0.400.4000 0.400 0.40
Negative Log Likelihoods

Weight -3.986 N/A -5.325 N/A -2.202 N/A -4.275 N/A -1.222 N/A  -4.296 N/A
Catch(1) 16.959 12.248 11.940 12.582 14.101 14.493 8.998 9171 14.840 14.436 8.915 12.031
Catch(2) - - - - -28.942 -28.954 -19.676  -19.343 -23.876 0&XB. -17.272 -18.510
g_HC assemblage 12.047 12.592 12.913 13.005 10.727 10.64511.139 11.044 10.971 10.861 11.284 11130
g_Triennial 1.468 -0.910 2.506 2.857 -4.040 -4.249 -0.5231.544 -2.272 -4.226 0.496 -0.5[75
d_QC Snd synoptic -1.183 -1.319 -1.135 -1.153 -1.294 98.2 -1.145 -1.166 -1.287 -1.303 -1.139 -1.165
Recruitment deviations 1.423 3.358 2.259 2/187 2.694 2.65 4569 4,352 3.664 2.861 4,723 4.043
Priors 1.387 3.263 2.570 2.001 2.949 2.559 5.274 4,260 3.66&.765 5.085 3.948
Total likelihood 28.116 29.232 25.728 31.569 -6.007 -4.15 4.362 9.520 4,484 -2.671 7.796 10.903
Catchmsewed/ Catch,gie 1.081 1.090 1.085 1.0?7 1.083 1.092 1.065 1.071 1.054 1.098 .0651 1.069
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Number CPUE series Single CPUE series: 1966630 Split CPUE series: 1968395 and 1996-2005
Age at knife-edge recruit: r=6 r=6 r=6 r=6 r=7 r=7 r=7 r=7 r=6 r=6 r=6 r=6
Type of CPUE series: CGRCS CGRCS Wide Wide CGRCS CGRCS Wide Wide CGRCS CGRCS Wide e
Estimate or fixM: Estimate M Fix M Estimate M Fix M| Estimate M Fix M Estimate M Fix M Estimate M Fix M Estimate M Fix M
Derived Reference Parameters
Busr/Bo 0.265 0.263 0.259 0.263 0.258 0.254 0.247 0,254 0.265 0.263 .2580 0.263
mear{Ut}zooe 0.189 0.611 0.063 0.125 0.640 0.759 0.196 0:302 0.291 0.762 .0990 0.234
t=1966
mear{ Bt}1984 3,038 879 9,592 5,013 832 690 2,798 1,851 1,904 682 5,708 42,43
t=1977
min{ Bt}zooe 2,082 650 6,775 3,303 569 499 2,149 1,327 1,368 516 4,426  4{1,78
t=1966
Year of mir{ Bt}ffgeee 1996 1992 1997 1997 1992 1992 1992 1992 1992 1992 1996 1992
82007/mear{ BK}if;? 0.989 1.043 0.819 0.766 2.366 2.489 1.413 1574 1.788 2557 .3491 1.50%
82007/min{ BK}ZOOG 1.444 1.411 1.160 1.163 3.459 3.438 1.839 2,196 2.488 3.379 .7401 2.054
t1=1966
Standardised Normal (Pearson) Residuals
SD_weight 0.997 N/A 0.999 N/A 1.002 N/A 1.004 N/A 0.997 N/A oa3 N/
SD_catch(1) 1.005 1.008 1.003 1.004 1.023 1.020 1.025 1.039 1.012 1.026 1.022 1.029
SD_catch(2) - - - — 0.089 0.070 0.423 0.410 0.303 0.093 0.549 .4740
SD_HC assemblage 1.001 1.001 1.000 11000 1.000 0.999 1.000.997 1.001 0.997 1.001 0.999
SD_Triennial 1.004 0.974 0.995 0.997 0.520 0.449 1.022 .94 0.926 0.457 1.004 0.963
SD_QC Snd synoptic 0.454 0.266 0.504 0.485 0.311 0.305 930.4 0.471 0.322 0.297 0.498 0.473
Median_weight 0.550 0.000 0.610 0.000 0.903 0.000 0.627 000.0 0.940 0.000 0.796 0.000
Median_catch(1) 0.581 0.664 0.682 0.677 0.888 0.804 0.659 .6730 0.746 0.872 0.657 0.6p7
Median_catch(2) - - - - 0.096 0.058 0.192 0.265 0.203 0.085 4150. 0.26
Median_HC assemblage 0.724 0.575 0.723 0.675 0.810 0.861 .8140 0.769 0.791 0.822 0.858 0.806
Median_Triennial 0.861 0.973 0.851 0.898 0.236 0.315 0.6980.730 0.473 0.389 0.659 0.715
Median_QC Snd synoptiq 0.391 0.209 0.428 0/403 0.310 40.30 0.397 0.382 0.310 0.296 0.403 0.386
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Table D.3. Model parameter and derived parameténates (mean and Bayesian 90% confidence bodoidg)e
3CD5ABCD Petrale sole delay-difference stock assess model for four runs using a single CPUE series
from 1966 to 2005. All runs assume knife-edge néicrent occurs at age 6. Performance probabilites
projection to beginning year 2012, assuming landedalities of 600 t (the current TAC), are present
relative to the management reference points.

Number CPUE series Single CPUE series (1966—2005)
Knife-edge recruitment age r=7
Type of CPUE series: CPUE series based on “CGRCS rules” CPUE series based on “wide rules”
Estimate or fixV: EstimatéV' Fim EstimatéV Fin
5% Mean 95% 5% Mean 95% 5% Mean 95% 5% Mean 95%
Parameters
B, 7,182 10,569 17,729 7,538 9,624 13,488 7,021 9,504 13,582186, 7,996 10,041
°q, 1.1E-5 1.9E-5 2.9E{5 2.5E-5 5.8E-5 1.1E-4 3.6E-6 8.2E-6E®47.1E-6 1.8E-5 3.7E5

0.121 0.232 0.37§6 0.252 0.499 0.848 0.045 0.111 0.207 0.088270 0.441
0.269 0.469 0.7132 0.565 0.983 1.482 0.094 0.216 0.369 0.188380 0.816
0.101 0.184 0.2q1 0.203 0.388 0.641 0.041 0.096 Q.166 0.078960 0.369

qHS_assembIag

qWCVI_TrienniaI

qQC Snd_synoptic

M 0.106 0.164 0.22 0.2 0.2 0.2 0.173 0.223 0.27 0.2 0.2 0.2
Derived Reference Parameters ‘ ‘
2006
mear{ut}m%e 0.16 0.25 0.3?5 0.31 053 08 005 0.11 ?.19 0.10 0.23 |0.42
Usons 014 033 073 026 062 090 006 015 029 012 038 [0.90
2006 :
U201]/mear{ut}m%6 0.71 1.32 2.4?. 056 120 1p5 086 1.31 %.92 0.82 1.58 (2.83
. 2006 {
2007/mm{ Bt}m%e 1.18 1.58 2.0? 1.08 175 2.69 1.01 1.27 %.58 094 1.28 1.69
1984 i
2007/mear{ Bt}x:1977 0.72 0.97 1.27 0.68 1.08 161 063 0.80 (?.99 0.53 0.74 ]0.98
. 2006
2012/mm{ Bt}m%e 0.62 141 2.3;8 0.65 166 3p6 080 1.24 231.74 0.48 1.15 1.90
1984 : . . . . . . . . .
2012/mear{ Bt}t:1977 0.38 0.87 1.47 0.40 1.03 196 050 0.78 1 10 0.26 0.67 1.11
Boosa/ Bacor 045 089 134 041 097 179 068 098 136 041 090 |1.42
Year of mif{ B} 1 1992 1996 1997 1985 1995 1998 1995 1998 2003 1995 1998 2004.5
Probability of exceeding a reference value |
Probability Probability Probability Probability
2006 0.99 0.98 0.97 0.91
P(Bzom >min{B},_ 1966)
1984 0.40 0.56 0.05 0.04
P(Bzom >meafiB},_ 1977)
2006 0.78 0.79 0.81 0.64
P(Bzolz >min{B},. 1966)
1984 0.31 0.43 0.12 0.09
P(Bzolz >meafB},_ 1977)
p( 2012 > 32007) 0.31 0.39 0.41 0.33

T median instead of mean for this row
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Table D.4. Model parameter and derived paramatémates (mean and Bayesian 90% confidence bododg)e
3CD5ABCD Petrale sole delay-difference stock assess model for four runs using a split CPUE series
from 1966 to 1995 and from 1996 to 2005. All russuane knife-edge recruitment at age 7. Performance
probabilities for a projection to beginning yeal20assuming landed mortalities of 600 t (the aqriléAC),
are presented relative to the management refeqmints.

Number CPUE series Split CPUE seri¢5966—1995 & 1996—2005)
Knife-edge recruitment age r=7
Type of CPUE series: CPUE series based on “CGRCS rules” CPUE series based on “wide rules”
Estimate or fixV: EstimatéV' Fim EstimatéV Fin
5% Mean 95% 5% Mean 95%| 5% Mean 95% 5% Mean 95%
Parameters
B, 8,086 17,739 31,087 8,353 11,399 15,685 5,803 7,500 9,713047, 8,976 12,683
°q, 3.4E-5 6.4E-5 1.1E{4 4.1E-5 1.5E-4 5.0E-4 1.2E-5 2.4E-5E«5§21.6E-5 5.5E-5 1.7Ei4
°q, 1.5E-5 2.3E-5 3.5E-§5 1.9E-5 3.0E-5 4.6E-5 5.7E-6 1.0E—5E-13§67.0E—6 1.5E-5 3.0E35
Ohis_assembiag 0.236 0.387 0.581 0.280 0.470 0.126 0.098 0.199 Q.340 0.128050 0.578
Owewt Trenmial 0.575 0.866 1.192 0.687 1.069 1.470 0.242 0.439 Q.?OZ 0.316880 1.252
Toc snd_synoiic 0.120 0.192 0.27;7 0.141 0.230 0.345 0.061 0.111 Q.181 0.075620 0.291
M 0.115 0.157 021 0.2 0.2 0.2 0.175 0.229 0.28 0.2 0.2 0.2
Derived Reference Parameters ‘
mear{Ut}tszgeee 036 054 073 041 069 0DH7 014 0.24 9.39 0.18 041 |0.82
U 0.12 023 044 014 029 055 010 0.21 Q.38 0.12 0.25 |0.47
2006 :
U2011/mear{ut}t:m6 022 045 086 018 044 0B6 048 0.85 %.32 0.28 0.66 |1.15
. 2006 2
By, mm{Bt}t:l%e 246 387 578 244 422 704 159 213 ?.95 173 279 |471
1984
BZOO7/mear{Bt}t:1977 153 237 348 155 261 409 109 148 %.99 117 182 |2.95
. 2006 :
BZOlZ/mIn{Bt}tzlgee 209 511 912 211 551 1089 114 1.99 ?.22 136 3.06 |6.61
1984 /
Bzm/meaf{Bt}t:lw 135 312 568 130 340 6./2 0.79 1.39 %.22 0.93 2.00 |4.12
Byo12/ Baoor 075 129 203 069 128 241 060 093 133 065 1.07 |1.67
Year of min{B,}" % 1 1977 1992 1994 1977 1986 1994 1985 1993 1996 1977 1992 |1995
Probability of exceeding a reference value |
Probability Probability Probability Probability
2006 1.00 1.00 1.00 1.00
P(Bzoo7 >min{B},_ 1966)
1984 1.00 1.00 0.99 1.00
P(Bzoo7 > mea'ﬁB }t 1977)
2006 1.00 1.00 0.98 0.99
P(Bzolz >min{B},_ 1966)
1984 0.98 0.99 0.82 0.93
P(Bzolz >meafB},_ 1977)
P( 2012>|32007) 0.78 0.73 0.34 0.51

T median instead of mean for this row
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Table D.5. Model parameter and derived paramatémates (mean and Bayesian 90% confidence bododg)e
3CD5ABCD Petrale sole delay-difference stock assess model for four runs using a split CPUE series
from 1966 to 1995 and from 1996 to 2005. All russwane knife-edge recruitment at age 6. Performance
probabilities for a projection to beginning yeal20assuming landed mortalities of 600 t (the aqriléAC),
are presented relative to the management refeqmints.

Number CPUE series Split CPUE seri¢5966—1995 & 1996—2005)
Knife-edge recruitment age r=6
Type of CPUE series: CPUE series based on “CGRCS rules” CPUE series based on “wide rules”
Estimate or fixV: EstimatéV' Fim EstimatéV Fin
5% Mean 95% 5% Mean 95%| 5% Mean 95% 5% Mean 95%
Parameters
B, 8,832 21,207 58,448 8,937 12,346 18,075 7,464 9,728 12,41468814,934 21,741
°q, 1.9E-5 3.1E-5 4.6E{5 3.4E-5 9.0E-5 2.1E-4 6.5E-6 1.2E-5E-h81.8E-5 2.1E-4 5.0Ei4
°q, 1.0E-5 1.6E-5 2.2E-§5 1.6E-5 2.9E-5 4.4E-5 3.2E-6 5.7E-6E®H27.5E-6 2.4E-5 4.6Ei5
Ohis_assembiag 0.154 0.264 0.412 0.246 0.446 0.699 0.058 0.115 0.188 0.144580 0.809
Owewt Trenmial 0.366 0.565 0.7&4 0.582 0.971 1.402 0.140 0.249 0.394 0.340611 1.730
Toc snd_synoiic 0.085 0.135 0.197 0.124 0.222 0.341 0.037 0.067 0.112 0.082280 0.39%
M 0.089 0.140 0.2d 0.2 0.2 0.2 0.168 0.217 0.2% 0.2 0.2 0.2
Derived Reference Parameters
mear{Ul}tzjfgeee 023 034 046 035 061 0B9 008 014 021 0.20 0.66 |0.97
U 0.10 0.17 027 013 025 045 006 012 019 0.12 0.23 (045
2006
U2011/mear{Ut}t:1966 028 052 086 019 044 0B3 059 085 118 0.14 045 |0.96
. 2006 7
By, mm{Bl}t:l%e 219 308 433 246 395 626 159 192 236 184 405 |7.59
1984
BZOO7/mear{Bt}t:1977 143 200 279 158 247 35 108 138 171 127 260 |4.70
: 2006 2. . . .
Bzolz/mm{Bt}t:l%e 184 375 678 215 528 10p9 125 1.78 48 159 6.21 14.17
1984
BZOlZ/mear{Bt}t:lgﬁ 122 242 416 138 331 6.7 087 128 180 110 396 |8.76
Byo12/ Baoor 076 119 172 074 131 213 068 093 121 074 142 (247
Year of min{B,}" % 1 1977 1993 1995 1977 1992 1994 1991 1995 1996 1977 1991 |1995
Probability of exceeding a reference value
Probability Probability Probability Probability
2006 1.00 1.00 1.00 1.00
P(Bzoo7 >min{B},_ 1966)
1984 1.00 1.00 0.99 1.00
P(Bzoo7 > mea'ﬁB }t 1977)
2006 1.00 1.00 1.00 1.00
P(Bzolz >min{B},_ 1966)
1984 0.98 0.99 0.85 0.97
P(Bzolz >meafB},_ 1977)
P( 2012>|32007) 0.70 0.77 0.29 0.73

T median instead of mean for this row
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Table D.6. Tables of the probability and the expéatalue of the beginning year biomass in the ptigje year
exceeding the minimum observed biomass for on&/¢oykear projections starting from the beginningrye
biomass in 2007 for the Case 1 and Case 2 Petigleus1s (Table D.1).

single CPUE seriegs | 6 | CGRCS 1t
Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012
~ . 2006
P(By > mlr{Bt}t:lQGG)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 0.99 1.00 1.00 1.00 1.p0 0.98 0.99 1.00 1.00 1.00
400 0.98 0.99 0.99 0.99 0.99 0.95 0.96 0.97 0.98 0.98
500 0.97 0.96 0.94 0.94 0.94 0.93 0.91 0.91 0.91 0.91
600 0.96 0.90 0.87 0.81 0.r8 0.88 0.82 0.78 0.79 0.79
700 0.93 0.82 0.71 0.64 0.56 0.83 0.72 0.66 0.65 0.65
800 0.88 0.70 0.54 0.43 0.4 0.77 0.63 0.56 0.56 0.56
900 0.83 0.58 0.39 0.26 0.19 0.72 0.56 0.50 0.50 0.50
1000 0.76 0.46 0.25 0.15 0.11 0.68 0.50 0.47 0.48 0.48
~ . 2006
E(By/mm{ Bt}t:lgee)
0 1.98 2.36 271 3.02 3.31 2.68 3.54 4.28 4.99 5.60
100 1.90 2.22 2.50 2.76 3.00 251 3.22 3.82 4.43 4.94
200 1.83 2.08 2.30 2.50 2.69 2.34 2.89 3.36 3.84 4.25
300 1.76 1.94 2.09 2.24 2.87 2.17 2.57 2.89 3.24 3.54
400 1.68 1.80 1.89 1.97 2.05 2.01 2.24 2.43 2.65 2.83
500 1.61 1.65 1.68 1.70 1.73 1.85 1.94 2.00 2.10 2.17
600 1.54 151 1.47 1.44 141 1.70 1.68 1.64 1.66 1.66
700 1.47 1.37 1.27 1.19 142 1.57 1.47 1.38 1.37 1.35
800 1.39 1.24 1.09 0.97 0.88 1.46 131 1.21 121 1.19
900 1.32 1.11 0.93 0.80 0.r1 1.36 1.21 1.12 1.13 1.11
1000 1.25 0.99 0.79 0.68 0.1 1.29 1.14 1.07 1.09 1.08
= 1984
P(By > mea'{]Bt}t=1977)
0 0.82 0.97 1.00 1.00 1.00 0.97 1.00 1.00 1.00 1.00
100 0.75 0.93 0.98 1.00 1.p0 0.93 0.99 1.00 1.00 1.00
200 0.69 0.85 0.94 0.97 0.99 0.87 0.97 0.99 1.00 1.00
300 0.61 0.75 0.83 0.89 0.93 0.79 0.91 0.95 0.97 0.99
400 0.52 0.61 0.68 0.74 0.y7 0.69 0.76 0.82 0.87 0.90
500 0.45 0.48 0.50 0.52 0.55 0.58 0.60 0.61 0.64 0.69
600 0.36 0.35 0.33 0.32 0.1 0.47 0.45 0.44 0.45 0.43
700 0.30 0.25 0.21 0.17 0.15 0.38 0.33 0.28 0.28 0.27
800 0.24 0.18 0.12 0.09 0.08 0.30 0.25 0.20 0.20 0.18
900 0.19 0.11 0.07 0.05 0.p4 0.24 0.20 0.16 0.16 0.15
1000 0.14 0.06 0.04 0.02 0.p1 0.20 0.16 0.14 0.14 0.14
~ 1984
E(By/mear{ Bt}t:1977)
0 1.21 1.45 1.66 1.85 2.02 1.66 2.19 2.65 3.10 3.47
100 1.17 1.36 1.53 1.69 1.84 1.55 1.99 2.37 2.74 3.06
200 1.12 1.28 141 1.53 1.65 1.45 1.79 2.08 2.38 2.63
300 1.08 1.19 1.28 1.37 1.45 1.34 1.59 1.79 2.01 2.20
400 1.04 1.10 1.16 1.21 1.26 1.24 1.39 1.50 1.64 1.76
500 0.99 1.02 1.03 1.05 1.p6 1.14 1.20 1.24 1.30 1.35
600 0.95 0.93 0.91 0.89 0.87 1.05 1.04 1.02 1.03 1.03
700 0.90 0.85 0.79 0.73 0.9 0.97 0.91 0.86 0.85 0.84
800 0.86 0.76 0.67 0.60 0.5 0.90 0.81 0.75 0.75 0.74
900 0.82 0.68 0.57 0.49 0.44 0.84 0.75 0.70 0.70 0.69
1000 0.77 0.61 0.49 0.42 0.B8 0.80 0.71 0.66 0.68 0.67




single CPUE seriegs | 6 | CGRCS 1t

Project EstimateM FixM
Catch 2008 2009 2010 2011 2012 2008 2009 2010 2011 2012
P(By > Bzoo7)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 0.99 0.99 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00
300 0.92 0.94 0.95 0.97 0.97 0.97 0.96 0.98 0.99 1.00
400 0.75 0.77 0.81 0.85 0.86 0.82 0.82 0.86 0.90 0.92
500 0.54 0.56 0.55 0.58 0.60 0.59 0.59 0.60 0.64 0.68
600 0.33 0.34 0.32 0.32 0.31 0.34 0.37 0.37 0.38 0.39
700 0.18 0.19 0.16 0.14 0.13 0.20 0.24 0.22 0.23 0.22
800 0.09 0.11 0.09 0.06 0.p4 0.12 0.19 0.17 0.17 0.16
900 0.05 0.06 0.05 0.03 0.p2 0.07 0.16 0.14 0.14 0.14
1000 0.02 0.03 0.02 0.01 0.p1 0.05 0.14 0.13 0.14 0.13
E(By/Bzom)

0 1.25 1.50 1.72 1.92 2.11 1.54 2.07 2.53 2.97 3.35
100 1.20 1.41 1.59 1.76 1.91 1.43 1.87 2.25 2.62 2.94
200 1.15 1.31 1.46 1.59 1.71 1.33 1.67 1.96 2.26 2.52
300 1.11 1.22 1.32 1.42 1.50 1.23 1.47 1.67 1.89 2.08
400 1.06 1.13 1.19 1.25 1.80 1.13 1.28 1.39 1.53 1.65
500 1.01 1.04 1.06 1.07 1.09 1.03 1.10 1.14 1.20 1.26
600 0.96 0.95 0.92 0.90 0.89 0.95 0.95 0.94 0.96 0.97
700 0.92 0.86 0.80 0.74 0.Y0 0.87 0.84 0.80 0.81 0.80
800 0.87 0.77 0.68 0.61 0.55 0.81 0.76 0.71 0.72 0.71
900 0.83 0.69 0.58 0.50 0.45 0.76 0.70 0.67 0.68 0.67
1000 0.78 0.62 0.50 0.43 0.89 0.72 0.67 0.64 0.66 0.65
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Table D.7. Tables of the probability and the expéatalue of the beginning year biomass in the ptigje year
exceeding the minimum observed biomass for on&/¢oykear projections starting from the beginningrye
biomass in 2007 for the Case 3 and Case 4 Petigleus1s (Table D.1).

single CPUE serieg |- 6 | Wide ru
Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012
~ . 2006
P(By > mlr{Bt}t:l%S)
0 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00
100 0.99 1.00 1.00 1.00 1.p0 0.98 1.00 1.00 1.00 1.00
200 0.98 0.99 1.00 1.00 1.p0 0.97 0.99 1.00 1.00 1.00
300 0.96 0.98 0.99 0.99 0.99 0.95 0.97 0.98 0.99 1.00
400 0.94 0.95 0.96 0.96 0.96 0.91 0.93 0.94 0.95 0.96
500 0.93 0.91 0.91 0.91 0.92 0.85 0.83 0.83 0.83 0.83
600 0.90 0.86 0.83 0.81 0.81 0.80 0.73 0.69 0.65 0.64
700 0.86 0.79 0.72 0.69 0.65 0.72 0.60 0.52 0.47 0.41
800 0.82 0.70 0.61 0.56 0.p1 0.65 0.47 0.37 0.31 0.26
900 0.78 0.63 0.50 0.41 0.36 0.57 0.36 0.27 0.20 0.13
1000 0.72 0.53 0.39 0.30 0.p5 0.49 0.28 0.18 0.13 0.09
~ . 2006
E(By/mm{ Bt}t:lgee)
0 1.44 1.60 1.73 1.84 1.94 1.65 2.00 2.29 2.56 2.78
100 1.41 1.54 1.65 1.75 1.82 1.58 1.87 211 2.33 251
200 1.38 1.49 1.58 1.65 1.71 1.52 1.74 1.93 2.10 2.24
300 1.35 1.43 1.50 155 1.59 1.45 1.61 1.74 1.86 1.96
400 1.32 1.37 1.42 1.45 1.48 1.38 1.48 1.55 1.63 1.68
500 1.29 1.32 1.34 1.35 1.36 1.31 1.35 1.37 1.39 1.41
600 1.26 1.26 1.26 1.25 1.p4 1.25 1.23 1.20 1.18 1.15
700 1.23 1.21 1.18 1.15 1.13 1.18 111 1.04 0.99 0.94
800 1.20 1.15 1.10 1.05 1.p1 1.12 1.01 0.91 0.84 0.78
900 1.17 1.09 1.02 0.95 0.90 1.06 0.91 0.80 0.73 0.68
1000 1.14 1.04 0.94 0.86 0.79 1.01 0.83 0.71 0.65 0.60
P(8, > meafB} )
0 0.22 0.46 0.62 0.75 0.82 0.35 0.68 0.86 0.94 0.97
100 0.20 0.36 0.52 0.64 0.r3 0.29 0.57 0.77 0.87 0.93
200 0.17 0.29 0.39 0.51 0.51 0.22 0.44 0.62 0.75 0.82
300 0.15 0.24 0.30 0.39 0.45 0.17 0.33 0.44 0.56 0.63
400 0.13 0.19 0.23 0.28 0.82 0.13 0.24 0.30 0.36 0.42
500 0.11 0.15 0.17 0.19 0.19 0.10 0.15 0.19 0.20 0.23
600 0.09 0.12 0.13 0.12 0.12 0.08 0.10 0.11 0.10 0.09
700 0.07 0.09 0.10 0.08 0.07 0.05 0.06 0.06 0.05 0.04
800 0.06 0.07 0.06 0.05 0.p4 0.04 0.03 0.03 0.02 0.01
900 0.05 0.06 0.04 0.03 0.03 0.03 0.02 0.01 0.01 0.00
1000 0.04 0.04 0.03 0.02 0.p2 0.02 0.01 0.01 0.01 0.00
~ 1984
E(By/mear{ Bt}t:1977)
0 0.90 1.00 1.08 1.15 1.21 0.95 1.15 1.32 1.47 1.60
100 0.88 0.97 1.04 1.09 1.14 0.92 1.08 1.22 1.34 1.44
200 0.87 0.93 0.99 1.03 1.p7 0.88 1.00 1.11 121 1.29
300 0.85 0.90 0.94 0.97 1.p0 0.84 0.93 1.00 1.07 1.13
400 0.83 0.86 0.89 0.91 0.93 0.80 0.86 0.90 0.94 0.97
500 0.81 0.83 0.84 0.85 0.85 0.76 0.78 0.80 0.81 0.82
600 0.79 0.79 0.79 0.79 0.r8 0.73 0.71 0.70 0.69 0.67
700 0.77 0.76 0.74 0.72 0.r1 0.69 0.65 0.61 0.58 0.55
800 0.75 0.72 0.69 0.66 0.64 0.65 0.59 0.53 0.49 0.46
900 0.74 0.69 0.64 0.60 0.57 0.62 0.53 0.47 0.43 0.39
1000 0.72 0.65 0.60 0.54 0.p0 0.59 0.49 0.42 0.38 0.35




single CPUE serieg |- 6 | Wide ru

Project EstimateM FixM
Catch 2008 2009 2010 2011 2012 2008 2009 2010 2011 2012
P(By >BZOO7)
0 0.98 0.98 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.00
100 0.96 0.95 0.96 0.97 0.98 1.00 0.99 1.00 1.00 1.00
200 0.91 0.91 0.92 0.94 0.95 0.98 0.98 0.99 0.99 1.00
300 0.83 0.83 0.85 0.88 0.89 0.91 0.92 0.95 0.97 0.98
400 0.71 0.70 0.73 0.76 0.79 0.76 0.77 0.81 0.83 0.86
500 0.55 0.55 0.57 0.59 0.63 0.55 0.57 0.56 0.58 0.61
600 0.40 0.41 0.43 0.42 0.41 0.36 0.36 0.35 0.35 0.33
700 0.31 0.33 0.30 0.29 0.28 0.22 0.23 0.20 0.19 0.17
800 0.21 0.23 0.20 0.18 0.16 0.12 0.13 0.12 0.11 0.07
900 0.16 0.16 0.13 0.11 0.p9 0.06 0.08 0.07 0.06 0.04
1000 0.12 0.11 0.09 0.06 0.p5 0.04 0.06 0.04 0.03 0.03
E(By/BZOO7)

0 1.13 1.27 1.37 1.46 1.54 1.28 1.56 1.81 2.02 2.20
100 1.11 1.22 1.31 1.39 1.45 1.23 1.46 1.66 1.84 1.99
200 1.09 1.18 1.25 1.31 1.36 1.18 1.36 151 1.65 1.77
300 1.06 1.13 1.18 1.23 1.26 1.12 1.25 1.36 1.46 1.55
400 1.04 1.08 1.12 1.15 1.17 1.07 1.15 1.21 1.27 1.32
500 1.01 1.04 1.06 1.07 1.08 1.01 1.05 1.07 1.09 1.10
600 0.99 0.99 0.99 0.99 0.98 0.96 0.95 0.93 0.92 0.90
700 0.97 0.95 0.93 0.91 0.89 0.91 0.86 0.81 0.77 0.74
800 0.94 0.90 0.86 0.83 0.80 0.86 0.78 0.71 0.66 0.62
900 0.92 0.86 0.80 0.75 0.71 0.82 0.71 0.62 0.57 0.53
1000 0.90 0.82 0.74 0.68 0.p2 0.77 0.64 0.56 0.51 0.48
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Table D.8. Tables of the probability and the expéatalue of the beginning year biomass in the ptigje year
exceeding the minimum observed biomass for on&/¢oykear projections starting from the beginningrye
biomass in 2007 for the Case 5 and Case 6 Petigleus1s (Table D.1).

split CPUE seriesr|= 7 | CGRCS rul

Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012

P(8, > minB )7
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
600 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
700 1.00 1.00 0.99 0.99 0.99 1.00 1.00 0.99 0.99 0.99
800 1.00 0.99 0.98 0.97 0.98 1.00 0.99 0.99 0.98 0.98
900 1.00 0.98 0.95 0.95 0.94 1.00 0.99 0.96 0.96 0.96
1000 1.00 0.97 0.93 0.91 0.p0 1.00 0.97 0.93 0.94 0.94

~ . 2006

E(By/mm{ Bt}t:lgee)
0 4.98 6.10 7.16 8.25 9.83 5.62 6.97 8.20 9.45 10.58
100 4.82 5.78 6.71 7.68 8.65 5.41 6.57 7.64 8.75 9.77
200 4.65 5.46 6.25 7.10 7.95 5.20 6.17 7.07 8.03 8.93
300 4.49 5.14 5.79 6.51 7.25 4.99 5.76 6.50 7.32 8.08
400 4.32 4.83 5.33 5.92 6.4 4.78 5.36 5.93 6.59 7.23
500 4.16 451 4.86 5.32 5.83 4.57 4.96 5.35 5.87 6.37
600 3.99 4.19 4.40 4.73 511 4.36 4.56 4.78 5.14 5.51
700 3.83 3.87 3.94 4.13 4.89 4.15 4.16 4.22 4.43 4.67
800 3.67 3.56 3.49 3.56 3.70 3.94 3.78 3.69 3.78 3.91
900 3.51 3.25 3.06 3.03 3.08 3.74 3.42 3.22 3.24 3.31
1000 3.35 2.95 2.66 2.57 2.p8 3.54 3.09 2.82 2.82 2.87

P(8, > meafB} )
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 0.99 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
600 1.00 0.99 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.99
700 0.99 0.97 0.96 0.95 0.96 0.99 0.98 0.95 0.95 0.94
800 0.98 0.95 0.92 0.90 0.89 0.98 0.95 0.89 0.88 0.89
900 0.97 0.91 0.84 0.80 0.V8 0.96 0.90 0.83 0.81 0.82
1000 0.95 0.86 0.74 0.69 0.58 0.94 0.85 0.76 0.74 0.75

~ 1984

E(By/mear{ Bt}t:1977)
0 3.05 3.73 4.37 5.05 5.70 3.47 4.30 5.06 5.83 6.53
100 2.95 3.54 4.10 4.70 5.29 3.34 4.06 4.72 5.40 6.03
200 2.85 3.34 3.82 4.34 4.86 3.21 3.81 4.36 4.96 5.51
300 2.75 3.15 3.54 3.98 4.43 3.08 3.56 4.01 4.52 4.99
400 2.65 2.95 3.26 3.62 4.00 2.95 3.31 3.66 4.07 4.47
500 2.55 2.76 2.97 3.26 3.6 2.82 3.06 3.30 3.62 3.93
600 2.45 2.57 2.69 2.89 3.12 2.69 2.81 2.95 3.17 3.40
700 2.35 2.37 241 2.53 2.69 2.56 2.57 2.60 2.74 2.88
800 2.25 2.18 2.14 2.18 2.27 2.44 2.33 2.28 2.33 2.42
900 2.15 1.99 1.87 1.85 1.89 231 2.11 1.98 1.99 2.04
1000 2.05 1.81 1.63 1.58 1.p8 2.19 1.91 1.74 1.74 1.77

86



split CPUE seriesr|= 7 | CGRCS rul
Project EstimateM FixM
Catch 2008 2009 2010 2011 20112 2008 2009 2010 2011 2012
P(By >Bzoo7)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
300 0.97 0.98 0.98 1.00 1.00 0.97 0.98 0.98 1.00 1.00
400 0.90 0.92 0.94 0.97 0.97 0.88 0.90 0.93 0.96 0.97
500 0.73 0.77 0.83 0.88 0.92 0.72 0.76 0.80 0.86 0.90
600 0.55 0.61 0.64 0.70 0.78 0.51 0.58 0.60 0.67 0.73
700 0.39 0.41 0.44 0.52 0.57 0.36 0.37 0.41 0.46 0.52
800 0.26 0.27 0.28 0.34 0.36 0.23 0.24 0.26 0.31 0.33
900 0.16 0.17 0.18 0.19 0.21 0.14 0.14 0.16 0.19 0.22
1000 0.09 0.11 0.10 0.10 0.12 0.08 0.10 0.10 0.13 0.13
E(By/Bzom)

0 1.28 1.58 1.86 2.14 2.42 1.33 1.66 1.97 2.27 2.55
100 1.24 1.49 1.74 1.99 2.24 1.27 1.56 1.83 2.10 2.35
200 1.19 141 1.61 1.83 2.05 1.22 1.46 1.69 1.92 2.14
300 1.15 1.32 1.49 1.68 1.87 1.17 1.36 1.54 1.74 1.93
400 1.11 1.24 1.37 1.52 1.68 1.12 1.26 1.40 1.56 1.71
500 1.06 1.15 1.24 1.36 1.49 1.06 1.16 1.26 1.38 1.50
600 1.02 1.07 1.12 1.20 1.29 1.01 1.06 1.12 1.20 1.28
700 0.97 0.98 1.00 1.04 1.10 0.96 0.97 0.98 1.02 1.08
800 0.93 0.90 0.88 0.89 0.92 0.91 0.87 0.85 0.87 0.90
900 0.89 0.82 0.77 0.76 0.y7 0.86 0.79 0.74 0.74 0.76
1000 0.85 0.74 0.66 0.64 0.4 0.81 0.71 0.65 0.65 0.67

87



Table D.9. Tables of the probability and the expéatalue of the beginning year biomass in the ptigje year
exceeding the minimum observed biomass for on&/¢oykear projections starting from the beginningrye
biomass in 2007 for the Case 7 and Case 8 Petigleus1s (Table D.1).

split CPUE seriesr|= 7 | wide rule
Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012
~ . 2006
P(By > mlr{Bt}tzl%G)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00
600 1.00 1.00 0.99 0.98 0.98 1.00 1.00 1.00 1.00 0.99
700 1.00 0.99 0.97 0.95 0.93 1.00 0.99 0.99 0.97 0.97
800 1.00 0.96 0.92 0.88 0.82 1.00 0.98 0.95 0.93 0.89
900 0.99 0.94 0.86 0.75 0.69 0.99 0.97 0.90 0.84 0.79
1000 0.98 0.89 0.77 0.63 0.p4 0.99 0.92 0.82 0.75 0.68
~ . 2006
E(By/mm{ Bt}t:lgee)
0 2.44 2.74 3.00 3.22 3.41 3.50 4.17 4.78 5.33 5.82
100 2.38 2.63 2.84 3.02 3.18 3.38 3.96 4.47 4.94 5.38
200 2.31 251 2.67 2.82 2.94 3.26 3.73 4.16 4.55 492
300 2.25 2.39 2.51 2.62 21 3.15 3.51 3.85 4.16 4.46
400 2.19 2.28 2.35 241 2.47 3.03 3.29 3.54 3.77 4.00
500 2.13 2.16 2.18 2.21 2.23 2.92 3.07 3.22 3.37 3.53
600 2.06 2.04 2.02 2.01 1.99 2.80 2.85 291 2.98 3.06
700 2.00 1.92 1.86 1.80 1.y6 2.69 2.64 2.60 2.59 2.61
800 1.94 1.81 1.70 1.60 1.53 2.57 2.42 231 2.23 2.19
900 1.88 1.70 1.54 1.42 1.81 2.46 2.22 2.04 1.92 1.84
1000 1.82 1.58 1.39 1.24 143 2.35 2.03 1.81 1.67 1.58
P(8, > meafB} )
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 0.99 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 0.99 0.99 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 0.98 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00
400 0.97 0.97 0.97 0.97 0.97 0.99 0.99 0.99 1.00 1.00
500 0.95 0.94 0.93 0.93 0.92 0.98 0.98 0.98 0.98 0.97
600 0.93 0.89 0.86 0.83 0.82 0.97 0.95 0.94 0.93 0.93
700 0.91 0.82 0.77 0.71 0.67 0.95 0.91 0.86 0.83 0.82
800 0.88 0.74 0.66 0.56 0.p1 0.93 0.85 0.76 0.70 0.67
900 0.84 0.68 0.55 0.44 0.87 0.91 0.75 0.65 0.57 0.52
1000 0.80 0.59 0.41 0.31 0.p6 0.87 0.67 0.53 0.45 0.39
~ 1984
E(By/mear{ Bt}t:1977)
0 1.70 1.90 2.08 2.23 2.36 2.28 271 3.11 3.46 3.78
100 1.65 1.82 1.97 2.10 2.20 2.20 2.57 291 3.21 3.49
200 1.61 1.74 1.86 1.96 2.04 2.13 2.43 2.70 2.96 3.19
300 1.57 1.66 1.74 1.82 1.88 2.05 2.29 2.50 2.70 2.90
400 1.52 1.58 1.63 1.68 1.2 1.98 2.15 2.30 2.45 2.60
500 1.48 1.50 152 1.53 1.55 1.90 2.00 2.10 2.19 2.30
600 1.44 1.42 1.40 1.39 1.89 1.83 1.86 1.90 1.94 2.00
700 1.39 1.34 1.29 1.25 1.p2 1.76 1.72 1.70 1.69 1.70
800 1.35 1.26 1.18 1.12 1.p7 1.68 1.58 151 1.46 1.43
900 1.31 1.18 1.07 0.99 0.92 1.61 1.45 1.34 1.26 1.21
1000 1.26 1.10 0.97 0.87 0.79 1.54 1.33 1.19 1.09 1.03




split CPUE seriesr|= 7 | wide rule
Project EstimateM FixM
Catch 2008 2009 2010 2011 20112 2008 2009 2010 2011 2012
P(By >Bzoo7)
0 0.98 0.97 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00
100 0.95 0.95 0.96 0.97 0.98 0.99 0.99 0.99 0.99 1.00
200 0.87 0.88 0.90 0.93 0.94 0.96 0.97 0.98 0.98 0.99
300 0.74 0.76 0.79 0.82 0.86 0.89 0.90 0.93 0.95 0.97
400 0.57 0.60 0.64 0.68 0.72 0.75 0.77 0.81 0.86 0.90
500 0.42 0.44 0.48 0.50 0.52 0.59 0.60 0.66 0.70 0.73
600 0.27 0.31 0.32 0.33 0.34 0.40 0.41 0.44 0.47 0.51
700 0.18 0.21 0.20 0.20 0.19 0.26 0.28 0.28 0.30 0.30
800 0.12 0.14 0.13 0.11 0.p9 0.17 0.19 0.18 0.18 0.16
900 0.07 0.09 0.08 0.06 0.p4 0.10 0.12 0.11 0.10 0.09
1000 0.05 0.06 0.06 0.03 0.p2 0.07 0.08 0.07 0.06 0.05
E(By/Bzom)

0 1.14 1.28 1.41 151 1.60 1.23 1.47 1.68 1.87 2.04
100 1.11 1.23 1.33 1.42 1.49 1.19 1.39 1.57 1.73 1.88
200 1.08 1.17 1.25 1.32 1.38 1.15 1.31 1.46 1.60 1.72
300 1.05 1.12 1.17 1.22 1.p7 1.11 1.24 1.35 1.46 1.56
400 1.02 1.06 1.10 1.13 1.16 1.07 1.16 1.24 1.32 1.39
500 0.99 1.01 1.02 1.03 1.p4 1.03 1.08 1.13 1.18 1.23
600 0.96 0.95 0.94 0.94 0.93 0.99 1.00 1.02 1.04 1.07
700 0.93 0.90 0.87 0.84 0.82 0.95 0.93 0.91 0.91 0.91
800 0.90 0.84 0.79 0.75 0.71 0.91 0.85 0.81 0.78 0.76
900 0.87 0.79 0.72 0.66 0.61 0.87 0.78 0.72 0.67 0.64
1000 0.84 0.74 0.65 0.58 0.53 0.83 0.72 0.64 0.58 0.55
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Table D.10. Tables of the probability and the expegwalue of the beginning year biomass in theqmtojn year
exceeding the minimum observed biomass for on&éoykear projections starting from the beginningrye
biomass in 2007 for the Case 9 and Case 10 Pstkdauns (Table D.1).

split CPUE seriesr|= 6 | CGRCS rul

Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012

P(8, > minB )7
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
600 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
700 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 0.99
800 1.00 1.00 0.99 0.98 0.96 1.00 1.00 0.99 0.97 0.97
900 1.00 0.99 0.97 0.95 0.91 1.00 0.98 0.97 0.95 0.94
1000 1.00 0.98 0.94 0.87 0.81 1.00 0.97 0.94 0.92 0.90

~ . 2006

E(By/mm{ Bt}t:lgee)
0 3.73 4.37 5.06 5.74 6.38 5.26 6.53 7.75 8.90 9.94
100 3.64 4.18 4.78 5.38 5.96 5.07 6.17 7.24 8.27 9.19
200 3.54 3.99 4.50 5.02 5.52 4.88 5.81 6.72 7.62 8.43
300 3.44 3.80 4.22 4.66 5.08 4.69 5.44 6.20 6.96 7.65
400 3.34 3.61 3.94 4.30 4.64 4.50 5.08 5.68 6.30 6.87
500 3.25 3.42 3.66 3.93 4.20 4.31 4.72 5.16 5.63 6.08
600 3.15 3.23 3.38 3.56 3./5 4.13 4.35 4.64 4.97 5.28
700 3.05 3.04 3.10 3.19 3.0 3.94 3.99 4.12 4.30 4.48
800 2.95 2.85 2.81 2.82 2.84 3.76 3.64 3.61 3.66 3.73
900 2.86 2.65 2.53 2.46 2.40 3.57 3.29 3.15 3.11 3.09
1000 2.76 2.46 2.26 2.10 1.98 3.39 2.97 2.75 2.66 2.62

P(8, > meafB} )
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
600 0.99 0.99 0.99 0.99 0.98 1.00 1.00 0.99 0.99 0.99
700 0.99 0.98 0.97 0.96 0.94 1.00 0.98 0.96 0.95 0.95
800 0.99 0.96 0.93 0.90 0.87 0.99 0.95 0.91 0.90 0.89
900 0.99 0.93 0.87 0.80 0.r3 0.98 0.90 0.85 0.81 0.80
1000 0.98 0.88 0.77 0.68 0.p8 0.96 0.84 0.77 0.72 0.70

~ 1984

E(By/mear{ Bt}t:1977)
0 241 2.82 3.26 3.69 4.11 3.29 4.08 4.84 5.56 6.21
100 2.35 2.70 3.08 3.47 3.83 3.17 3.85 4.53 5.17 5.75
200 2.29 2.58 2.90 3.24 3.5 3.05 3.63 4.20 4.76 5.27
300 2.22 2.46 2.72 3.00 3.27 2.93 3.40 3.88 4.35 4.79
400 2.16 2.33 2.54 2.77 2.99 2.81 3.17 3.55 3.94 4.30
500 2.10 221 2.36 2.53 2.0 2.70 2.95 3.23 3.52 3.81
600 2.04 2.09 2.18 2.30 2.42 2.58 2.72 2.90 3.11 3.31
700 1.97 1.96 2.00 2.06 2.13 2.46 2.50 2.58 2.69 2.81
800 1.91 1.84 1.82 1.82 1.83 2.35 2.27 2.26 2.29 2.34
900 1.85 1.72 1.64 1.59 1.65 2.23 2.06 1.97 1.94 1.94
1000 1.79 1.59 1.46 1.36 1.p8 2.12 1.85 1.72 1.67 1.64

90



split CPUE seriesr|=

6 | CGRCS rul

Project EstimateM FixM
Catch 2008 2009 2010 2011 2012 2008 2009 2010 2011 2012
P(By >BZOO7)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 0.99 0.99 1.00 0.99 1.00 0.99 0.99 1.00 1.00 1.00
300 0.95 0.96 0.98 0.98 0.99 0.97 0.98 0.99 0.99 0.99
400 0.88 0.89 0.92 0.95 0.96 0.91 0.91 0.94 0.96 0.97
500 0.75 0.74 0.80 0.84 0.86 0.77 0.78 0.83 0.89 0.92
600 0.57 0.56 0.61 0.67 0.Y0 0.58 0.59 0.67 0.72 0.77
700 0.38 0.38 0.43 0.47 0.51 0.40 0.42 0.46 0.50 0.56
800 0.23 0.24 0.27 0.30 0.32 0.26 0.28 0.30 0.33 0.35
900 0.13 0.14 0.16 0.17 0.17 0.16 0.18 0.19 0.20 0.20
1000 0.08 0.08 0.09 0.09 0.p9 0.10 0.11 0.11 0.12 0.12
E(By/BZOO7)

0 1.20 1.41 1.63 1.85 2.05 1.32 1.65 1.97 2.26 2.52
100 1.17 1.35 1.54 1.73 1.91 1.27 1.56 1.83 2.09 2.33
200 1.14 1.29 1.45 1.61 1.77 1.22 1.46 1.70 1.92 2.13
300 1.11 1.22 1.36 1.49 1.62 1.18 1.37 1.56 1.75 1.93
400 1.08 1.16 1.26 1.37 1.48 1.13 1.27 1.43 1.58 1.73
500 1.04 1.10 1.17 1.25 1.34 1.08 1.18 1.29 1.41 1.52
600 1.01 1.03 1.08 1.13 1.19 1.03 1.08 1.15 1.23 1.31
700 0.98 0.97 0.99 1.01 1.04 0.98 0.99 1.02 1.06 1.10
800 0.95 0.91 0.89 0.89 0.89 0.93 0.90 0.89 0.90 0.91
900 0.92 0.85 0.80 0.77 0.V5 0.88 0.81 0.77 0.76 0.75
1000 0.89 0.78 0.71 0.66 0.p2 0.84 0.73 0.67 0.65 0.64
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Table D.11. Tables of the probability and the expegwalue of the beginning year biomass in theqmtojn year
exceeding the minimum observed biomass for on&/¢oykear projections starting from the beginningrye
biomass in 2007 for the Case 11 and Case 12 Petildeuns (Table D.1).

split CPUE seriesr|= 6 | wide rule
Project EstimateM FixM
Catch 2008 2009 2010 2011 20012 2008 2009 2010 2011 2012
~ . 2006
P(By > mlr{Bt}tzl%G)
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
300 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
500 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
600 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
700 1.00 1.00 0.99 0.99 0.98 1.00 0.99 0.99 0.99 0.98
800 1.00 1.00 0.98 0.97 0.94 1.00 0.99 0.98 0.97 0.95
900 1.00 0.99 0.96 0.92 0.87 1.00 0.98 0.96 0.94 0.89
1000 1.00 0.98 0.93 0.84 0.75 1.00 0.97 0.93 0.89 0.83
~ . 2006
E(By/mm{ Bt}t:lgee)
0 2.07 2.23 2.36 2.47 2.55 5.60 7.12 8.65 10.07 11.37
100 2.03 2.16 2.27 2.36 2.43 5.39 6.73 8.09 9.37 10.55
200 2.00 2.10 2.18 2.25 2.80 5.19 6.32 7.51 8.65 9.70
300 1.97 2.04 2.09 2.13 2.17 4.98 5.92 6.94 7.92 8.84
400 1.93 1.97 2.00 2.02 2.04 4.77 5.52 6.36 7.18 7.97
500 1.90 1.91 191 191 1.91 4.56 5.12 5.78 6.44 7.09
600 1.87 1.85 1.83 1.80 1.y8 4.36 4.72 5.20 5.70 6.21
700 1.83 1.79 1.74 1.69 1.65 4.15 4.33 4.64 4.98 5.34
800 1.80 1.72 1.65 1.58 151 3.95 3.95 411 4.31 4.53
900 1.77 1.66 1.56 1.47 1.38 3.75 3.60 3.63 3.72 3.84
1000 1.73 1.60 1.47 1.35 1.5 3.56 3.27 3.22 3.23 3.29
P(8, > meafB} )
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.p0 1.00 1.00 1.00 1.00 1.00
200 0.99 0.99 0.99 0.99 1.p0 1.00 1.00 1.00 1.00 1.00
300 0.99 0.98 0.98 0.98 0.99 1.00 1.00 1.00 1.00 1.00
400 0.98 0.97 0.97 0.96 0.97 1.00 1.00 1.00 1.00 1.00
500 0.96 0.95 0.93 0.93 0.91 1.00 1.00 0.99 0.99 0.99
600 0.95 0.92 0.89 0.87 0.85 1.00 0.98 0.98 0.97 0.96
700 0.94 0.88 0.84 0.77 0.74 0.99 0.95 0.93 0.94 0.92
800 0.92 0.83 0.76 0.67 0.61 0.98 0.92 0.90 0.88 0.84
900 0.90 0.78 0.66 0.55 0.46 0.96 0.88 0.83 0.80 0.76
1000 0.87 0.71 0.56 0.44 0.B5 0.94 0.82 0.76 0.73 0.69
~ 1984
E(By/mear{ Bt}t:1977)
0 1.49 1.60 1.70 1.77 1.83 3.59 4.56 5.53 6.44 7.27
100 1.47 1.56 1.63 1.69 1.74 3.46 4.30 5.17 5.99 6.74
200 1.44 151 157 1.61 1.65 3.32 4.05 4.80 5.53 6.20
300 1.42 1.47 151 1.54 1.56 3.19 3.79 4.44 5.06 5.65
400 1.39 1.42 1.44 1.46 1.47 3.06 3.53 4.07 4.59 5.09
500 1.37 1.38 1.38 1.38 1.87 2.92 3.28 3.70 4.12 4.53
600 1.35 1.33 131 1.30 1.28 2.79 3.02 3.33 3.65 3.96
700 1.32 1.29 1.25 1.22 1.19 2.66 2.77 2.97 3.19 3.41
800 1.30 1.24 1.19 1.14 1.p9 2.53 2.53 2.63 2.76 2.89
900 1.27 1.20 1.12 1.06 1.p0 241 2.30 2.32 2.38 2.45
1000 1.25 1.15 1.06 0.98 0.p0 2.29 2.10 2.06 2.07 2.10




split CPUE seriesr|=

6 | wide rule

Project EstimateM FixM
Catch 2008 2009 2010 2011 2012 2008 2009 2010 2011 2012
P(By >BZOO7)
0 0.93 0.92 0.93 0.96 0.96 1.00 1.00 1.00 1.00 1.00
100 0.87 0.87 0.89 0.91 0.92 1.00 1.00 1.00 1.00 1.00
200 0.77 0.78 0.82 0.83 0.86 0.98 0.99 0.99 1.00 0.99
300 0.64 0.68 0.70 0.71 0.v4 0.94 0.96 0.97 0.98 0.99
400 0.52 0.53 0.55 0.58 0.60 0.88 0.90 0.92 0.95 0.95
500 0.37 0.40 0.41 0.42 0.44 0.77 0.76 0.82 0.86 0.86
600 0.26 0.30 0.30 0.29 0.29 0.62 0.61 0.67 0.72 0.73
700 0.18 0.21 0.21 0.19 0.16 0.44 0.44 0.51 0.56 0.58
800 0.12 0.15 0.14 0.12 0.10 0.29 0.32 0.36 0.41 0.44
900 0.08 0.11 0.10 0.07 0.p5 0.19 0.22 0.25 0.29 0.30
1000 0.05 0.07 0.07 0.04 0.p3 0.12 0.15 0.17 0.20 0.20
E(By/BZOO7)
0 1.08 1.16 1.23 1.29 1.33 1.35 1.70 2.06 2.39 2.68
100 1.06 1.13 1.18 1.23 1.7 1.30 1.61 1.92 2.22 2.48
200 1.04 1.09 1.14 1.17 1.20 1.24 151 1.78 2.04 2.27
300 1.02 1.06 1.09 1.11 1.13 1.19 1.41 1.64 1.87 2.06
400 1.01 1.03 1.04 1.05 1.06 1.14 1.31 1.50 1.69 1.85
500 0.99 0.99 1.00 1.00 1.00 1.09 1.21 1.36 1.50 1.64
600 0.97 0.96 0.95 0.94 0.93 1.04 1.12 1.22 1.32 1.42
700 0.95 0.93 0.90 0.88 0.86 0.99 1.02 1.08 1.15 1.21
800 0.94 0.90 0.86 0.82 0.Y9 0.94 0.93 0.96 0.99 1.02
900 0.92 0.86 0.81 0.76 0.72 0.90 0.85 0.85 0.86 0.86
1000 0.90 0.83 0.76 0.70 0.p5 0.85 0.77 0.75 0.75 0.74
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Figure D.1. Model fits to the observed data fa $ingle CPUE series|= 6 | CGRCS rulestMe model run
(Table D.1).
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Figure D.2. Model fits to the observed data for #iregle CPUE series |-

(Table D.1).
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Figure D.3. Model fits to the observed data fa $iplit CPUE seriesr|= 7 | CGRCS rulest|Msmodel run
(Table D.1).
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Figure D.4. Model fits to the observed data for spdit CPUE seriesr|=

(Table D.1).
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Figure D.5. Model fits to the observed data for spit CPUE seriesr|= 6 | CGRCS rulest|Msmodel run
(Table D.1).
Weight Catch(1) Catch(2)
16 - 2500 - 2500 -
1.4 1
2000 A 2000 1
1.2 1
L]
10 7 qee P 1500 1 1500 -
0.8 4 L ® od
06 1 . 1000 A H { { 1000
0.4
500 4 ++ ++ ++ H+++ 500 . m"..
0.2 +“+++ ¢ Load
0.0 : : : : : 0 . . . . . 0 . . . . .
1965 1973 1981 1989 1997 2005 1965 1973 1981 1989 1997 2005 1965 1973 1981 1989 1997 2005
HS Assemblage Index Triennial Index QC Sound Synoptic Index
4000 - 2500 - 900 -
3500 - 800 -
2000
3000 | 7001
600 -
2500 - 1500 1
500 -
2000
400 4
1500 1000 1
< 300 4
1000 x x 500 4 200 A
500 1 4 l 100 4
0 : : ‘ . ‘*‘ . 0 . . . . . 0 . . . . .
1965 1973 1981 1989 1997 2005 1965 1973 1981 1989 1997 2005 1965 1973 1981 1989 1997 2005
Year

Figure D.6. Model fits to the observed data for spdit CPUE seriesr|=

(Table D.1).
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Figure D.7. MPD population trajectories for thimgle CPUE series|= 6 | CGRCS rulestMe model run
(Table D.1). Vertical lines in the Biomass subdrépacket the 1977 to 1984 reference period.
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Figure D.8. MPD population trajectories for thimgle CPUE series |=
(Table D.1). Vertical lines in the Biomass subgrapicket the 1977 to 1984 reference period.
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Figure D.9. MPD population trajectories for thplit CPUE seriesr|=
(Table D.1). Vertical lines in the Biomass subgraphcket the 1977 to 1984 reference period.
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Figure D.10. MPD population trajectories for thglit CPUE seriesr|=
(Table D.1). Vertical lines in the Biomass subgrapicket the 1977 to 1984 reference period.
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Figure D.11. MPD population trajectories for thglit CPUE seriesr|=
(Table D.1). Vertical lines in the Biomass subgrapicket the 1977 to 1984 reference period.
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Figure D.12. MPD population trajectories for thelit CPUE seriesr|=
(Table D.1). Vertical lines in the Biomass subgrapicket the 1977 to 1984 reference period.
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Residual plots by year for data type Weight by Run

Figure D.13. Standardised (Pearson) residualthéofit to the weight data plotted by year for thas which
used the weight data (Table D.1).
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Figure D.14. Standardised (Pearson) residualghéofit to the first series of catch data plottgdybar

(Table D.1).
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Residual plots by year for data type Catch2 by Run

Figure D.15. Standardised (Pearson) residualthéfit to the second series of catch data foistiik CPUE
runs plotted by year (Table D.1).
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Figure D.16. Standardised (Pearson) residualthéofit to the Hecate St. assemblage survey pldityegear

(Table D.1).
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Figure D.19. Standardised (Pearson) residual$#fit to the first series of catch data plottedingt the
predicted value (Table D.1).

Standardised residual Standardised residual

Standardised residual

cpue?_r=7_CGRCS_esthd g cpueZ_r=7_CEGRCS_fixhd
1 R
5 S 54
Dt L D +
-5 = -5
-1 4 = -1 4
T T T T T T T = T T T T T T T
350 400 450 500550 600 650 5—'(; 350 400 450 500 550600 650
Predicted Walue Predicted Value
cpuez_F7_uide_fixhd g cpue2_FG_CGROS_esthd
1 a1
.S- * s t: . ¥ E .S-“t ’0* " 4’
5 * = -5 . .
-1 4 - g -1 4
T T T T T T T c T T T T T T
300 350 400 450 500 550 500 E% 350 400 450 500 550 600
Predicted Walue Predicted Value
cpuez_FE_uide_asthd E cpuez_FE_uide_fixhd
1 N e
54 0+ . = 54 0+ hd
0 ‘o 20 e .
-5 5 * 5 51 .
-1 4 + = -1 hd
T T T T T T T = T T T T T T T
300 350 400 450 500 550 600 c% 300 350 400 450 500 550 600

Predicted Walue

Predicted “alue

Standardised residual

Standardised residual

cpueZ =7 _uide_asthi

1

S -« + .
& o *

R

-1 4 +*

300250 400 450 500 550600
Predicted Yalue

cpue2_FG_CGROS_fixhd

350400 450 500 550 600 650
Predicted “alue

Predicted-residual plots for data type Catch2 by Run
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Figure D.21. Standardised (Pearson) residualhéfit to the Hecate St. assemblage survey plaitdhst the
predicted value (Table D.1).
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Figure D.22. Standardised (Pearson) residualhéofit to the WCVI Triennial survey plotted agaitis¢
predicted value (Table D.1).
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Figure D.23. Q-Q plots of the standardised (Pedrsesiduals for the fit to the weight data for thes which

Standardised residuals

used the weight data (Table D.1).
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105



Standardised residuals
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Figure D.27. Q-Q plots of the standardised (Pedarkworthe fit to the WCVI Triennial survey (TableD.
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Run: cpuei_r=6_CGRCS_estM
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Figure D.35. Box plots of beginning year biomassritiutions based on 1,000 samples from the cloaithe
single CPUE serieg|= 6 | CGRCS rulestMemodel. Biomass for 2008—2012 projected assuming

landings of 600 t per year. Boxes describe thla a2t 75th percentiles and the whiskers extend
+1.5%(75th-25th percentiles).

Run: cpue1_r=6_CGRCS_fodl
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Figure D.36. Box plots of beginning year biomasgritiutions based on 1,000 samples from the cloaithe
single CPUE serieg|= 6 | CGRCS rulazs M model. Biomass for 2008—2012 projected assuming

landings of 600 t per year. Boxes describe thla a2t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Run: cpuel_r=6_wide_estM
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Figure D.37. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
single CPUE serieg|= 6 | wide rulest|Msmodel. Biomass for 2008—2012 projected assuming

landings of 600 t per year. Boxes describe thé a6t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Figure D.38. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
single CPUE serieg|= 6 | wide rule|¥ model. Biomass for 2008-2012 projected assuming

landings of 600 t per year. Boxes describe thé a6tl 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Run: cpue2_r=7_CGRCS_estM
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Figure D.39. Box plots of beginning year biomasgritiutions based on 1,000 samples from the cloaithe
split CPUE seriesr|= 7 | CGRCS rulest|Manodel. Biomass for 2008—-2012 projected assuming

landings of 600 t per year. Boxes describe thla a2t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).

Run: cpue2_r=7_CGRCS_fixM
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Figure D.40. Box plots of beginning year biomasgritiutions based on 1,000 samples from the cloaithe
split CPUE seriesr|= 7 | CGRCS rulex|Mi model. Biomass for 2008—-2012 projected assuming

landings of 600 t per year. Boxes describe thla a2t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Run: cpue2_r=7_wide_estM
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Figure D.41. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 7 | wide rules |lsmodel. Biomass for 2008—2012 projected assumindjitas

of 600 t per year. Boxes describe the 25th and gétcentiles and the whiskers extend +1.5*(75ttin25
percentiles).

Run: cpue2_r=7_wide_fixM
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Figure D.42. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 7 | wide rules |fixmodel. Biomass for 2008—2012 projected assumindjiteys

of 600 t per year. Boxes describe the 25th and gétcentiles and the whiskers extend +1.5*(75ttn25
percentiles).
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Run: cpue2_r=6_CGRCS_estM
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Figure D.43. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 6 | CGRCS rulestjManodel. Biomass for 2008-2012 projected assuming

landings of 600 t per year. Boxes describe th a6t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Figure D.44. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 6 | CGRCS rulex|Mi model. Biomass for 2008—-2012 projected assuming

landings of 600 t per year. Boxes describe thé a6t 75th percentiles and the whiskers extend
+1.5*%(75th-25th percentiles).
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Run: cpue2_r=6_wide_estM
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Figure D.45. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 6 | wide rules |smodel. Biomass for 2008—2012 projected assumindjitas

of 600 t per year. Boxes describe the 25th and gétcentiles and the whiskers extend +1.5*(75ttin25
percentiles).
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Figure D.46. Box plots of beginning year biomassriiutions based on 1,000 samples from the cluaithe
split CPUE seriesr|= 6 | wide rules |Kixmodel. Biomass for 2008—2012 projected assumindjiteys

of 600 t per year. Boxes describe the 25th and gétcentiles and the whiskers extend +1.5*(75ttn25
percentiles).
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Run: cpuel1_r=6_CGRCS_estM
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Figure D.47. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears
over a range of constant catch strategies foisthgle CPUE series|= 6 | CGRCS rulestMemodel

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).

Run: cpuel_r=6_CGRCS_fixd
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Figure D.48. Cumulative probabilities for four pmrhance measures for the last year of five praeacgears
over a range of constant catch strategies foisthgle CPUE series|= 6 | CGRCS rulas M model

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).
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Run: cpuel_r=6_wide_estM
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Figure D.49. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears
over a range of constant catch strategies foisthgle CPUE series|= 6 | wide rulest|Mamodel based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).

Run: cpuel_r=6_wide_fixM
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Figure D.50. Cumulative probabilities for four pmrhance measures for the last year of five praeacgears
over a range of constant catch strategies foisthgle CPUE serieg|= 6 | wide rulex|M model based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).
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Run: cpue2_r=7_CGRCS_estM
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Figure D.51. Cumulative probabilities for four pmrhance measures for the last year of five praeacgears

over a range of constant catch strategies forsgig CPUE seriesr|=

7 | CGRCS rulest|Msnodel

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).
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Figure D.52. Cumulative probabilities for four pmrhance measures for the last year of five praeacgears

over a range of constant catch strategies foisgiié CPUE seriesr|=

7 | CGRCS rulexMi model

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).
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Run: cpue2_r=7_wide_estM
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Figure D.53. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears
over a range of constant catch strategies foisgig CPUE seriesr|= 7 | wide rules | smodel based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).
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Figure D.54. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears
over a range of constant catch strategies foisgiié CPUE seriesr|= 7 | wide rules | fixmodel based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).
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Run: cpue2_r=6_CGRCS_estM
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Figure D.55. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears

over a range of constant catch strategies forsgig CPUE seriesr|=

6 | CGRCS rulest|Msmodel

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).

Run: cpue2_r=6_CGRCS_fixd

Probability of outcome

T T T T T T
0 100 200 300 400 500 600 700

Frojection catch (t)

P(U[201 1]<U[66-06])
. cmm e P(B[2012]>Bmean[77-84])

T T
800 900

P(B[2012]> Bmin[66-06])
——— P(B[2012]>B[2007])

Figure D.56. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears

over a range of constant catch strategies foisgiié CPUE seriesr|=

6 | CGRCS rulex|Mi model

based on 1,000 samples from the chain. Vertinalinarks the current Petrale sole TAC (600 t).
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Probability of outcome

Run: cpue2_r=6_wide_estM
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Figure D.57. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears

Probability of outcome

over a range of constant catch strategies foisgig CPUE seriesr|=

6 | wide rules | smodel based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).

Run: cpue2_r=6_wide_fixM
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Figure D.58. Cumulative probabilities for four pmrhance measures for the last year of five praeacyears

over a range of constant catch strategies foisgiié CPUE seriesr|=

6 | wide rules |fixmodel based

on 1,000 samples from the chain. Vertical linekadhe current Petrale sole TAC (600 t).
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Appendix E. R EVISIONS TO DECISION TABLES PRESENTED IN DFO (2007)

Introduction

A preliminary version of this assessment was prteskto the Groundfish Subcommittee of
Pacific Stock Assessment Review Committee in Jan2@d@7 (DFO 2007). This version of

the of the stock assessment contained the errbistdascribed in Appendix D. The stock
assessment was accepted with revisions by the Subittee (DFO 2007) and the subsequent
report contained a set of decision tables that Wwased on the assessment model which
contained the error. The error has been corrantéds version of the Petrale sole assessment
presented and this Appendix compares the outpilteofiecision tables presented in DFO
(2007) with those in Tables D.6 to D.11, compariog.each run (Table E.1), the four
performance indicators presented in Appendix D.

Results

The assessment presented in Appendix D is eiteesaime or more optimistic (in many
instances much more optimistic) than the assesspnes¢nted in early 2007 (DFO 2007). In
nearly every comparison, the probability functi@rided from the assessment which has had
the error fixed either lies on top of the equival2@07 function or lies to its right. This is

true in the instances where the assessments whigra single CPUE series was assumed
(Runs 1 to 4: Figure E.1 to Figure E.4) and everenso for the assessments where the CPUE
series have been split between 1995 and 1996 (Rtm42: Figure E.5 to Figure E.12).

The four assessment runs (Figure E.1 to Figurevi#¥h assumed a single CPUE series
show relatively less divergence between the cuardtprevious assessments than the runs
with split CPUE series. While the current assesdgsend to lie to the right of the original
2006 assessments, none of the shifts would lilkegg ko a change in management advice
because the shifts were not sufficiently large tiventhe probability function into the upper
righthand quadrant of plots. PSARC accepted Rurfirtdn the runs with a single CPUE
series (CGRCS selection rules”, r =6 and estimate M Figure E.1). This

run shows no change relative to the 1977-84 reterperiod and small shifts to the right for
the other three indicators.

The eight assessment runs (Runs 5 to 12: FigureoBE=gure E.12) which assumed a split
CPUE series between 1995 and 1996 are now muchoptireistic and the observed shifts
could possibly lead to revised management advitee PSARC preferred option from these
runs with a split CPUE series was Run “9CGRCS selection rules”, r =6 and
estimate M Figure E.9). This run shows large shifts totilgét for all four performance
indicators, including a shift in the 50% probalyilitf an increase from 2007 to 2012 from just
over 550 t to around 800 t (lower right, Figure)E.Similarly, the 50% probability of being
over the 1977-84 reference period shifts from jumster 800 t to near 1100t (lower left,
Figure E.9).
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Run “12” (split CPUE series, “wide selection rules”, r =6 and fix

M Figure E.12) shows very large shifts to the righthe equivalent run presented in DFO
(2007). This run should be discounted becaussliitely that it is poorly converged (see
Figure D.28) and consequently the results areeiie.

Table E.1. List of runs investigated in the Petsdle stock assessment [Appendix D and DFO (2G0io)lving
the run descriptors and the numbering scheme ustisi Appendix. Refer to Appendix D for a more
complete description of the assumptions which ureeach of these runs.

Run
Number  Run description

Run 1 single CPUE serieg|= 6 | CGRCS rulestMe
Run 2 single CPUE serieg|= 6 | CGRCS rulez M
Run 3 single CPUE serieg|= 6 | wide rulest|Ms
Run 4 single CPUE serieg|= 6 | wide rulex|M

Run 5 split CPUE seriesr|= 7 | CGRCS rulest|Ms
Run 6 split CPUE seriesr|= 7 | CGRCS rulex |Mi
Run 7 split CPUE seriesr|= 7 | wide rules | s
Run 8 split CPUE seriesr|= 7 | wide rules | Kik

Run 9 split CPUE seriesr|= 6 | CGRCS rulest|Ms
Run 10 split CPUE seriesr|= 6 | CGRCS rulex|Mi
Run 11 split CPUE seriesr|= 6 | wide rules | Es
Run 12 split CPUE seriesr|= 6 | wide rules | Kik
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Probability of outcome

P{U[2011]<U[E6-D6])
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2009 Assessment: error fixed =~ ————= 2006 Assessment: errar present 2009 Assessment: error fixed =~ ————= 2006 Assessment: errar present

Figure E.1. Comparison between the 2009 and 2006lPsole assessments of the  Figure E.2. Comparison between the 2009 and 2006lPsole assessments of the
trajectories from four performance indicators dedifrom Run “1” (Table E.1). trajectories from four performance indicators dedifrom Run “2” (Table E.1).
Vertical line indicates the 2006 TAC of 600 t. Vertical line indicates the 2006 TAC of 600 t.
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Run: cpuel_r=6_wide_estM Run: cpuel_r=6_wide_fixM
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Figure E.3. Comparison between the 2009 and 2006lPsole assessments of the  Figure E.4. Comparison between the 2009 and 2006lPsole assessments of the
trajectories from four performance indicators dedifrom Run “3” (Table E.1). trajectories from four performance indicators dedifrom Run “4” (Table E.1).
Vertical line indicates the 2006 TAC of 600 t. Vertical line indicates the 2006 TAC of 600 t.
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Run: cpue2_r=7_CGRCS_estM Run: cpue2_r=7_CGRCS_fixM
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Figure E.5. Comparison between the 2009 and 2006lPsole assessments of the  Figure E.6. Comparison between the 2009 and 2006lPsole assessments of the
trajectories from four performance indicators dedifrom Run “5” (Table E.1). trajectories from four performance indicators dedifrom Run “6” (Table E.1).
Vertical line indicates the 2006 TAC of 600 t. Vertical line indicates the 2006 TAC of 600 t.

129



Run: cpue2_r=7_wide_estM Run: cpue2_r=7_wide_fixM
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Figure E.7. Comparison between the 2009 and 2006lPsole assessments of the  Figure E.8. Comparison between the 2009 and 2006lPsole assessments of the
trajectories from four performance indicators dedifrom Run “7” (Table E.1). trajectories from four performance indicators dedifrom Run “8” (Table E.1).
Vertical line indicates the 2006 TAC of 600 t. Vertical line indicates the 2006 TAC of 600 t.
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Run: cpue2_r=6_CGRCS_estM Run: cpue2_r=6_CGRCS_fixM
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Figure E.9. Comparison between the 2009 and 2006lPsole assessments of the  Figure E.10. Comparison between the 2009 and 28@&IE sole assessments of the
trajectories from four performance indicators dedifrom Run “9” (Table E.1). trajectories from four performance indicators dedifrom Run “10” (Table
Vertical line indicates the 2006 TAC of 600 t. E.1). Vertical line indicates the 2006 TAC of 600 t

131



Run: cpue2_r=6_wide_estM Run: cpue2_r=6_wide_fixM
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Figure E.11. Comparison between the 2009 and 28@&aIE sole assessments of the Figure E.12. Comparison between the 2009 and 28@&IE sole assessments of the
trajectories from four performance indicators dedifrom Run “11” (Table trajectories from four performance indicators dedifrom Run “12” (Table
E.1). Vertical line indicates the 2006 TAC of 600 t E.1). Vertical line indicates the 2006 TAC of 600 t
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Appendix F.  PSARC R EQUEST FOR WORKING PAPER®

Date Submitted:
August 2006

Regional sector requesting advice:
(FAM, OHEB, Policy, Science)

Proposed PSARC Presentation Date:
Fall 2006 or January 2007

Subject of paper (title if developed):
Petrale sole Assessment

Science lead author:
Jeff Fargo / Paul Starr

Resource Management lead author:
Diana Trager

Rationale for request:

(What isthe issue, what will it address, importance, etc.)
Over the past several years fishermen have repottadges in Petrale sole abundance in all
management areas, to the point where species angidaas become difficult and may limit
industry’s ability to maximize harvest opportundtiéor other groundfish species commonly
caught with Petrale sole.

Objective of working paper including assessment aénvironment/climate impacts:
(To be developed by FAM, OHEB, Policy, Science)

To provide an assessment of the Petrale sole pigruia all the waters off
Vancouver Island, Queen Charlotte Sound and H&tadét (Areas 3C, 3D, 5A, 5B, 5C
and 5D). These assessments will provide estiméitetock status relative to an agreed
target reference point as well as recommendationie¥els of removals which will
allow this population to reach the target. Theeassent should include all available
information, including surveys, biological samplirgitch records, logbooks, observer
reports and fishing practices for Petrale soles Hsisessment will provide the basis for
the management of the 2007/08 fishery for Petr@ke is the designated management
areas.

Question(s) to be addressed in the working paper:
(To be developed by initiator)

1. What is the status of the Petrale sole populatidddD5ABCD relative to an
agreed target reference point?

2. What level of catch in 2007/08 and beyond will allthis populations to reach
this target reference point in XX years?

! Science — append approved RFWP to working paper.
Sector initiator — send approved RFWP to PSARET aign off, and before significant work beginstbe
paper.
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Stakeholders affected:
Commercial groundfish harvesters

How advice may impact the development of a fishinggcovery plan:
The advice will be used in the development of ahmiagrated fishery management
plans to ensure sustainable harvest levels oncl/atea specific basis.

Timing issues related to when advice is necessary:
Advice required by January 2007 in time for inclusi on is the development of the
2007/08 integrated groundfish management plans.

Initiating sector approval:

Regional Director/Designated Authority:

Date:
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